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Abstract—The computational analysis of the Bangla
poems is a challenging task due to the diverse lin-
guistic, stylistic, and semantic features of the Bangla
language. In this work, we prepared a dataset of 1311
Bangla poems of two separate categories: Love and
Miscellaneous poem, which contain 500 and 811 poems
respectively. We used word or semantic-based features
to classify Bangla poems using the TF-IDF feature
techniques. We used Logistic Regression, Naive Bayes
(NB), and Support Vector Machine (SVM) models for
classification through machine learning, and we used
Bayesian optimization techniques for hyperparameters
tuning of these three models. We also used LSTM,
CNN, and transformer models for this research. For
the performance evaluation of the classification models,
we used four evaluation metrics of precision, recall,
F1l-score, and accuracy. We also used the ROC-AUC
curve to distinguish between all the machine learning
and deep learning models. The experimental results
expressed that, the transformer model achieved the
highest accuracy compared to all the typical machine
learning and deep learning models with an accuracy of
87%.

Index Terms—Bangla Poem, Machine Learning,
Deep Learning, Genre identification, Bangla Text Clas-
sification

I. INTRODUCTION

The computational analysis of Bangla poetry presents a
formidable challenge due to its diverse linguistic, stylistic,
and semantic features, despite its crucial role in Bangla lit-
erature [1]. Genre classification of Bangla poems can pro-
vide valuable insights into the poems’ nature, sentiment
expressions, and stylistic characteristics, aiding author
attribution of poems. Numerous machine learning and
deep learning techniques have been employed in Bangla
Natural Language Processing (BNLP) for classification
tasks [1], [2]. This research focuses on classifying Bangla
poems based on their genre, offering a practical application
domain for BNLP research.

We initially conducted experiments on typical machine
learning models, i.e., Logistic Regression, Naive Bayes
(NB), and Support Vector Machine (SVM), to improve
their accuracy through hyperparameter tuning, using
Bayesian Optimization techniques. This approach was cho-
sen because it allowed for the combination of prior knowl-
edge about the function with sample-specific knowledge,
enabling the derivation of posterior information about
the function distribution. Our results showed that the
Naive Bayes model achieved the highest accuracy of 86%
after hyperparameter tuning. Additionally, we explored
deep learning models, including the transformer model,
which is well-suited for text classification tasks. Our pro-
posed transformer-based model outperformed other mod-
els tested in our experiments with an accuracy of 87%.

This paper utilized web scraping techniques to col-
lect 1311 poems from the “Banglarkobita” website [3],
which were categorized into two collections: Miscellaneous
poem (811 poems) and Love poem (500 poems). Due to
the substantial amount of special symbols in the Bangla
text, various data-cleaning techniques assigned. To extract
semantic-based features, the TF-IDF feature techniques
with count vectorizer techniques were used. Stop words
were not removed to establish linguistic relations between
words and long sentences in the Bangla poem. In the deep
learning experiment, Keras text preprocessing techniques
were applied to preprocess the dataset. The evaluation of
our classification models in the result section was based
on four metrics - precision, recall, F1-score, and accuracy.
To distinguish between the machine learning and deep
learning models, we used the ROC-AUC curve. The deep
learning models were further evaluated using the confusion
matrix, which considered true positive (TP), true negative
(TN), false positive (FP), and false negative (FN) values.
Additionally, the loss and accuracy graphs of the deep
learning models were displayed for further analysis.

II. RELATED WORKS

Researchers from all around the world worked on poems
through computational analysis in different languages, for



example, English, Panjabi, France, Malay, Persian, Hindi,
Arabic, etc. For Panjabi’s poem classification, Kaur and
Saini experimented on 2034 poems with different machine
learning algorithms like NB, K-nearest neighbor (KNN),
SVM, Hyper pipes, etc., and among those algorithms,
SVM gave the best result of 76% accuracy [4]. They also
experimented on 240 Punjabi poems of four categories
with the gain ratio technique used for ranking features and
algorithms like KNN, NB, SVM, and Hyperpipes (HP) are
used and NB gave the best result [5]. Another research
was done by Kaur and Saini with 240 Punjabi poetries
but used ten different machine learning algorithms and
SVM showed the best accuracy of 58.79% [6]. They also
experimented on 2034 Punjabi poems with two poetic fea-
tures of orthographic and phonemic on different machine
learning algorithms like NB, SVM, hyper pipes, KNN, and
SVM gave the highest accuracy of 71.98% on orthographic
features [7]. They also experimented on two linguistic
features of lexical features and syntactic features on 2034
Punjabi poems with NB, KNN, SVM, hyper pipes and
SVM works best [8].

Lou et al. proposed a model for 7214 poems in English
to classify into nine categories with the SVM model, and
for feature extraction, they were using TF-IDF and Latent
Dirichlet Allocation [9]. Computational analysis of Ameri-
can poems to classify poems based on stylistic features and
visualizing them into clusters done by Kaplan and Blei
[10]. Researchers also experimented with Malay poetry
by using SVM models with Radial Basis Function (RBF)
and Linear Kernel Function to classify 1500 Malay poetry
and Linear Kernel gave the best performance compared
to RBF kernel [11]. Hamidi et al. used SVM with RBF
kernel to classify 136 Persian utterance poems and got
91% accuracy on the proposed model [12]. Prafulla and
Saini proposed a model for 450 Hindi poetry classification
using NB and Random Forest based on TF-IDF features
and Random Forest gave a better performance than NB
[13]. Researchers proposed a model for Arabic poem clas-
sification by using NB, SVM, and Linear Support Vector
models, but SVM and NB got good accuracy than others
[14].

Deshmukh et al. experimented with 341 Marathi poems
with five categories like Friend, Prem, Bhakti, Prerna,
Desh, and SVM model was used for the classification of
those categories [15]. Kaushika and Patel worked on 154
Hindi poetries by using NLP techniques to classify poems
with five different machine learning algorithms of SVM,
NB, Decision Tree, Random Forest, and KNN, but SVM,
NB, and Random Forest worked better than the other
algorithms on that experiment [16].

Geetanjali et al. only worked on Rabindranath Tagore
poems who is a famous poet in Bangla literature [17]. They
categorized the poems as devotional, love, nature, and
nationalism. They did poem classification on 1341 poems
with four different categories by using the SVM model
and the accuracy was 56.8%. Compared with previous

research, we worked on two different categories of poems
as Miscellaneous and Love poems, and we collected poems
randomly, so our dataset poems are based on random
poets, whereas their research was based on the great poet
Rabindranath Tagore’s poems only.

III. METHODOLOGY

Fig. 1 illustrates the proposed methodology that has
been utilized in this research work.

A. Data Preprocessing

For data preprocessing, we used techniques like whites-
pace removal, punctuation marks, special symbol, full stop
removal, etc., but we did not use the stop words removal
technique in our research. The Bangla language has many
types of whitespace marks and symbols. So, we used the
Python regular expression library to remove whitespace
symbols and clean the text. We also removed double
whitespace, single whitespace, etc., and make the poem
text into single-spaced long sentences.

Bangla language has different and many types of punc-
tuation marks and special symbols than any other lan-
guage in the world. We used the Python regular expression
library to remove punctuation marks, full stop removal,
and special symbols from the text and some of the symbols
are [ /7752 JO, o< >*

Stop word removal is an important task in Bangla
text classification research. As our research was mainly
based on the Bangla text classification techniques, but
we didn’t use the stop words removal techniques in our
research. Because Bangla poems have an interrelation
between stylistic and lexical features. So, if we remove
stop words, for example, Wb, SI&, AT, SIHH, L,
e, G, etc. we break the stylistic and lexical relationship
features in the poems. Moreover, we checked it through
the experiments and saw the effects in the results after
removing stop words from all of the poems, and that is
why we didn’t remove stop words from our text.

B. Machine Learning Approaches

To extract features and make a word dictionary for
machine learning models we were using Count Vectorizer

N

Deep Learning Approaches
( ization and Pad sequencing i
Long Short Term Memory (LSTM) model,
Convolutional Neural Network (CNN) model,
Transformer model)

Data Preprocessing
(Whitespace removal, Punctuation marks and
Special symbols removal, Stop words removal)

Machine Learning Approaches
(CountVectorizer and TF-IDF feature extraction
techniques, Logistic Regression model, Naive
Bayes model, Support Vector Machine model,
Bayesian Optimization for hyperparameter
tuning)

Performance Evaluation
(Precision, Recall, F1-Score, Classification Report,
ROC-AUC Curve, Confision Matrix, True Positive

(TP), True Negative (TN), False Positive (FP),
False Negative (FN))

Fig. 1: Our proposed methodology of genre classification



and TF-IDF techniques in our research. CountVectorizer
split words into tokens from a long text which is called
tokenization, and after making tokenization, it encoded it
as an integer number which is called vectorization. For

example,
sentence = WY (M SR G2 OIRICFS SN |
tokenization = ‘I, ‘O, ‘ORI, ‘92’ ‘ORITPS’
vectorization = ‘wif\’: 0, ‘colN:1, ‘oaEif’:2, ‘@33,
“SIRIFS:4
Here in the above example, the ‘@G’ word is present

two times in the sentence, so CountVectorizer counts it as
a single word. After doing CountVectorizer techniques we
applied TF-IDF techniques in our research. TF-IDF means
the Term Frequency-Inverse Document Frequency, which
evaluates a word in a corpus or a collection of documents.
TF or Term Frequency measures how frequently a word
occurs in a document. In the target column, we did the
Label Encoding by LabelEncoder() method and also did
the One Hot Encoding by pandas get__ dummies() method.
Logistic Regression is a classification-based machine
learning algorithm, and in our research, we used it for
a Binary Classification task. We classified Bangla poems
without hyperparameter optimization and got an accuracy
of 82% when we used ‘liblinear’ as a solver, but after
hyperparameter optimization, we got a better accuracy
of 84%. The NB is the most popular algorithm for text
classification research. Before the Bayesian Optimization,
we got 73% accuracy, but after optimization, we got a
huge change in the accuracy of 86% which is the highest
accuracy of the overall machine learning experiment. Be-
fore optimization, the SVM model gave us 81% accuracy,
and after optimization, we got 83% accuracy. Table I,
II, and IIT describe our three machine learning models
in detail the hyperparameters we chose to optimize, the
search space, and the final value after the optimization.

C. Deep Learning Approaches

In our research, we used the Keras Tokenizer() method
for the tokenization of our dataset. 35622 unique tokens
were created after the tokenization. After tokenization, we
used the Pad Sequencing techniques with ‘post’ padding,
and for maximum sequence length, we used 200. We used
the Label Encoding and the One Hot Encoding in our
target column same as we did in our machine learning
experiment section.

LSTM is a popular model for text classification research
because it tries to capture long-term dependencies between
word sequences. We used Keras Sequential API to build
our custom model. Fig. 2 illustrates the custom LSTM
model’s different layers.

For our proposed model, we used 4 different layers:

1) Embedding Layer: The embedding layer is the
input layer in the model, where we chose Embedding
dimensions = 32, input length = 200, and gave
tokenized words as input.

2) LSTM Layerl: Here, hidden layers = 2, dropout
= 0.2, activation function = ‘tanh’, and return_ se-
quences=True.

3) LSTM Layer2: Here, hidden layers = 4, dropout
= 0.4, and activation function = ‘tanh’.

4) Dense Layer: This is the output layer of the model.
Here, output class = 2, and activation function =
‘sigmoid’.

As we used CNN, which is a popular model for feature
extraction and Image research, but recently it is also
used in the Natural Language Processing (NLP) field. We
chose CNN because it has many kernels and deep layers
which help to extract important features and some other
important aspects. Figure 3 illustrates the custom CNN
model’s different layers.

So, we used 5 different layers in our proposed model:

1) Embedding Layer: This is the input layer of the
model. Here, we chose Embedding dimensions = 32,
input length = 200, and tokenized words as input.

2) Cov1D Layer: Here, hidden layers = 16, filters = 5,
padding = ‘same’, and activation function = ‘tanh’.

3) MaxPoolinglD Layer: After the ConvlD layer we
downsampled our data by using this layer.

4) Flatten Layer: We used this layer to convert the
MaxPooling layer pooled feature map into a single
column by using Flatten for a fully connected layer.

5) Dense layer This is the output layer of the model.
Here, output class = 2, and activation function =
‘sigmoid’.

We also used the transformer model in our experi-
ment for classifying the Bangla poems. We utilized the
transformer model architecture proposed by Google [18].
Transformer employs a self-attention technique that is
appropriate for language comprehension. We used a trans-
former block as an attention layer and also used two

embedding 2 _input | input: | [(None, 200)]

[(None, 200)]

InputLayer output:

embedding 2
Embedding

input: (None, 200)

(None, 200, 32)

output:
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LSTM

input: | (None, 200, 32)

(None, 200, 2)

output:

Istm_1
LSTM

input: | (None, 200, 2)

(None, 4)

output:

Y
input:

dense_4 (None, 4)

(None, 2)

Dense | output:

Fig. 2: Our custom LSTM model different layers diagram



Table I: Logistic Regression model hyperparameters value after optimization

Hyperparameters Name

Search Space Values

After Optimization (value)

range(0.5, 5) 3.49
penalties 11, 12 11
fit_ range True, False True

Table II: Naive Bayes

model hyperparameters value after optimization

Hyperparameters Name

Search Space Values

After Optimization (value)

alpha range(0.1, 1.0) 0.34
class_prior [None, [0.1, 0.9]] None
fit_range True, False False

Table III: Support Vector Machine model hyperpar

Hyperparameters Name

Search Space Values

After Optimization (value)

range(le-6, 100) 0.75
gamma range(0.00001, 10000) 1
kernel rbf’, ’linear’ ’linear’

ameters value after optimization

embedding layers, one for tokens, and one for the token
index. Fig. 4 illustrates the custom transformer model’s
different layers.

We used 8 different layers in our proposed model:

1)

2)

Input Layer: This is the input layer of the model.
Here, we just input the maximum sequence length
= 200

Token and Position Embedding Layer: Here,
maximum sequence length = 200, number of words =
40000, embedding dimensions = 32, and these input
send to embedding layers.

Transformer Block: We used transformer block to
call attention layer and input embedding dimensions
= 32, number of heads = 2, feed-forward network

embedding 3 input | input: | [(None, 200)]

[(None, 200)]

InputLayer output:

embedding 3
Embedding

input: (None, 200)

(None, 200, 32)

output:

convld
ConvlD

input: | (None, 200, 32)

(None, 200, 16)

output:

(None, 200, 16)
(None, 100, 16)

max_poolingld
MaxPooling1 D

input:

output:

y

flatten | input: | (None, 100, 16)

(None, 1600)

Flatten | output:

(None, 1600)
(None, 2)

dense_5 | input:

Dense | output:

Fig. 3: Our custom CNN model’s different layers

dimensions = 4.

Global Average pooling 1D: Downsampling the
data.

Dropout Layer_ 1: Here, dropout = 0.1.

Dense Layer_ 1: Here, hidden layers = 4, and
activation function = ’relu’.

Dropout Layer_ 2: Here, dropout = 0.1.

Dense Layer_ 2: This is the output layer of the
model. Here, output class = 2, and activation func-
tion = ’softmax’

IV. RESULTS AND DISCUSSION

As we used Bayesian Optimization techniques to opti-

mize the hyperparameters of our three machine learning

input_1 input: | [(None, 200)]

[(None, 200)]

InputLayer | output:

token_and_position_embedding | input:
TokenAndPositionEmbedding

)

transformer_block | input:

(None, 200)
(None, 200, 32)

output:

(None, 200, 32)
(None, 200, 32)

TransformerBlock | output:

global_average_poolingld | input: | (None, 200, 32)

GlobalAveragePooling1D | output: (None, 32)
dropout_2 | input: | (None, 32)
Dropout | output: | (None, 32)
dense_2 | input: | (None, 32)
Dense | output: | (None, 4)
dropout_3 | input: | (None, 4)
Dropout | output: | (None, 4)
dense_3 | input: | (None, 4)
Dense | output: | (Nene, 2)

Fig. 4: Our custom transformer model’s different layers



Table IV: Different machine learning models before and after optimization accuracy

Model Name Accuracy Before Optimization | Accuracy After Optimization
Logistic Regression 82% 84%
Nailve Bayes 73% 86%
Support Vector Machine | 81% 83%

models and we got some good accuracies which we showed
in Table IV. The highest accuracy changes happened in the
NB model, where accuracy improved from 73% to 86%,
but the other two models also performed better after the
optimization.

From Table V, we see the highest accuracy achieved
by the NB algorithm, whereas the Logistic Regression
derived 84% and the SVM 83% accuracy. The NB gave the
best result because the Bayes Theorem as Bayes Theorem
computes the conditional probability by using the joint
probability and marginal probability of the features and
possible labels. An interesting point is, NB works on the
Bayes theorem and we used the Bayesian Optimization
techniques which are also based on the Bayes theorem.
Here, Miscellaneous poem section every algorithm’s Recall
values are higher than the Love poem, because of the
311 extra poems in the Miscellaneous section. As data
increases False Negative (FN) decreases. On the other
hand, the Love section’s Precision values are higher than
the Miscellaneous section, which indicates that the Miscel-
laneous section has low False Positive (FP) rate than the
Love section. From the ROC curve in Fig. 5, we can state
that the NB model performance surpassed the other two
model’s results. Logistic Regression performed well like
the NB from the very beginning displayed in the graph.
The SVM also acted well and on a single point it tried to
surpass the Logistic Regression model’s performance, but
it performed poorly than the other two algorithms.

In our deep learning experiment for the proposed three
models, We used the ‘Adam’ as an optimizer, and ‘Binary
Cross Entropy’ as a loss function. We experimented on
different epochs and batch size values, but finally, we got
a better result at epochs = 15 and batch size = 32 and

ROC CURVE

True Positive Rate

—— Logistic Regression
—— Naive Bayes
—— Support Vector Machine
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Fig. 5: ROC curve of all the machine learning models

took validation split = 0.1. For the experiment, we took
80% of the data as training, for the validation we took 10%
from that 80% of the training data and 20% of the data for
the test purpose. Table VI showed the three deep learning
models classification reports and the transformer achieved
the highest accuracy of 87% over all the other models.
The CNN took the second position with 86% and the
LSTM achieved 81% accuracy. Here, in the Miscellaneous
section, all the model’s recall values are higher than the
Love section which is a similar incident to the machine
learning part.

The ROC curve in Fig. 6 also states that the transformer
achieved the highest performance than the other two
models. CNN overtook in a single point but the False
Positive (FP) rate is higher than the transformer model.
From the Loss graphs in Fig. 7 of all three models, we saw
validation loss is higher than the training loss, because
of the small amount of data in the validation phase as
well as in the overall experiment. On the other hand,
the accuracy graph of Fig. 8 shows that, for the high
loss in the validation phase, they got rough accuracy in
the validation phase but overall all the models worked
quite well under this small amount of data because of
the different data preprocessing steps. So, the confusion
matrix of our proposed three models in figs. 9 to 11 showed
that the Love section False Negative (FN) 0.34 is higher
than the Miscellaneous section 0.10 for the LSTM model,
but for the CNN model the False Negative (FN) percent-
age is lower for the Love section, and in the transformer
model, the percentage becomes lower in the Love section,
as because our transformer model performed better than
the other two models.

Fig. 12 represents the overall experimental results of our
whole research. As we worked on 6 different models from
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Fig. 6: ROC curve of all the deep learning models



Table V: Classification report of our machine learning experiments

Model Name Love Poem Miscellaneous Poem Accuracy
Precision | Recall | F1-Score | Precision | Recall | F1-Score
Logistic Regression 0.87 0.70 0.78 0.83 0.93 0.88 84%
Nalve Bayes 0.95 0.68 0.79 0.84 0.98 0.90 86%
Support Vector Machine 0.91 0.62 0.74 0.80 0.96 0.88 83%
Table VI: Classification report of our deep learning experiments
Model Name Love Poem Miscellaneous Poem Accuracy
Precision | Recall | F1-Score | Precision | Recall | F1-Score
Long Short Term Memory (LSTM) 0.81 0.66 0.73 0.81 0.90 0.85 81%
Convolutional Neural Network (CNN) 0.89 0.73 0.80 0.85 0.94 0.89 86%
Transformer with MultiHead Attention 0.82 0.83 0.83 0.89 0.89 0.89 87%
Loss Loss Loss
o o7 — wain — train
— test 12 test
05 0 \/\/ 08
s 06 o ‘\
v 02 0.4
03 01 0.2
= 00 0.0
0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14
(a) LSTM (b) CNN (c) Transformer
Fig. 7: All the deep learning models’ loss graphs
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Fig. 8: All the deep learning models’ accuracy graphs

machine learning and deep learning, we got the highest
accuracy from the transformer model. The Naive Bayes
model also achieved better accuracy and performance was
close to the transformer model and CNN also performed
close to the NB model shown in the figure. Overall, the
rest of the models performed well shown in the figure.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed for the first time Bangla
poem genre classification research with machine learning
and the deep learning experiment. From the overall ex-
periment, the transformer model achieved the best perfor-
mance of 87%. We tuned our hyperparameters by using the
Bayesian Optimization techniques which also provided us
with better performance in the machine learning section.

In the deep learning part, we built our own custom models
for the experiment. The limitations of our research, we
experimented on a small amount of Bangla poems, and
there is also an imbalance between class datasets. As we
just only worked on semantic-based features, in the future,
we plan to work on other text-based features. Our future
goal is to collect more data so that we can make a huge
dataset for future Bangla poem research.
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