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Abstract—The development of accurate sentiment analysis and
aspect detection for the Bengali language is crucial due to the rise
of Bengali language usage in digital media. Sentiment analysis
and aspect detection are essential tasks in Natural Language Pro-
cessing (NLP) as they allow us to extract meaningful information
from textual data. In this study, we explore the performance
of advanced NLP techniques in Bengali text classification tasks,
specifically sentiment analysis and aspect detection. To achieve
this, we compare the performance of the Bidirectional Encoder
Representations from Transformers (BERT) model with Bi-
LSTM, LSTM, and GRU models. We collect two Bengali datasets
and preprocess them to be compatible with the input format
required by BERT. The model is then trained and tested on
the preprocessed data. Our results show that the BERT model
outperforms the traditional Bi-LSTM, LSTM, and GRU models
with a 92.5% accuracy in sentiment classification and 90.4%
accuracy in aspect detection. The precision, recall, and F1-
score values further support the superior performance of BERT.
Our study highlights the effectiveness of using advanced NLP
techniques such as BERT in text classification tasks for the
Bengali language. This opens up new avenues for future work
in the field of Bengali NLP, specifically in the area of sentiment
analysis and aspect detection.
Index Terms—BERT, sentiment analysis, aspect detection

I. INTRODUCTION

The field of Natural Language Processing (NLP) [1] has seen
significant advancements in recent years, with text classification
and sentiment analysis being some of its foundational tasks
with practical applications [2]. The proliferation of digital
content in different languages, including Bengali, has made it
imperative to develop accurate models for text classification and
sentiment analysis in multiple languages. Bengali, being the
sixth most widely spoken language in the world, particularly
in Bangladesh and India, has a large population of speakers,
but it has received limited attention in NLP research. To
address this gap, there is a need for robust models for sentiment
analysis and text classification in Bengali. The purpose of this
study is to assess the effectiveness of various deep learning
and Bidirectional Encoder Representations from Transformers

(BERT) [3] models for text classification on a variety of Bengali
datasets. To train the model, we need a total of two data sets.
Both data sets were taken from Kaggle and are titled “Bengali
Ekman’s Six Basic Emotions Corpus” [4] and “SentNoB” [5].
We evaluate how well the models categorize texts into various
groups. Our objective is to give a thorough assessment of deep
learning models for Bengali sentence classification in two ways
such as sentiment analysis and aspect classification and also
highlight their potential for additional study and advancement
in Bengali NLP.

This study aimed to explore the effectiveness of the BERT
[3] model and other deep learning models such as Gated Recur-
rent Unit (GRU) [6], Bi-directional Long Short Term Memory
(Bi-LSTM) [7], and Long Short Term Memory (LSTM) [8]
for the Bengali text classification. The study specifically
focused on the two subtasks of aspect detection and sentiment
analysis. To accomplish this, we collected and preprocessed two
different Bengali dataset, which was then fed into the various
models for two different subtasks. The results were analyzed
using metrics such as accuracy, precision, recall, F1-score, and
confusion matrix. The results showed that all of the models
performed well in the subtasks, with BERT and GRU achieving
the highest overall scores. However, the study highlights the
need for further research to improve the performance of these
models and to develop more advanced models for Bengali text
classification.

The structure of this study consists of five sections. In section
one we already described the introduction part. Section two
provides a comprehensive overview of related work in the field.
The proposed methodology is outlined in detail in section three.
The results and analysis of various methods are presented in
section four. Finally, the study is concluded in section five
with a summary of the findings and recommendations for future
work.
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II. RELATED WORK

Recently people’s interest in sentimental analysis has grown
highly as it is very effective, as well as helpful to understand
the feelings and thoughts of human beings. There have been
more than 7000 research conducted on sentimental analysis
according to [9]. As researcher’s interest in sentimental analysis
is increasing day by day, a lot of research has been done and is
still going on in the Bengali context. In [10], Deep learning
models have been used to detect emotions and recognize
sentiments from various videos on YouTube, where comments
were written in Bengali. To categorize the sentences, three-
class, and five-class sentiment labels have been used. The
three-class sentiment label provided an accuracy of 65.97%
and five-class sentiment label gave accuracy of 54.24%. In
[11], research has been conducted to investigate outcomes
of various deep learning architectures for semantic analysis
of movie reviews from Stanford Sentiment Treebank (SST)
dataset. Naive Bayes, Recurrent Neural Network, Recursive
Neural Network, Convolutional Neural Network, Convolutional
Neural Network + word2vec have been used but Convolutional
Neural Network + word2vec provided the best test accuracy
(46.4%). In [12], BERT and ELECTRA models have been
used on 3 different Bengali datasets for Bengali text document
classification. The performance of those models was evaluated
based on accuracy, precision, f1-score and recall. The outcome
shows that ELECTRA model got higher accuracy and f1-
score compared to BERT model while classifying Bengali
documents. In [13], in order to create classifiers from multiple
labeled datasets which are available on the internet, research
has been done utilizing both traditional techniques like SVM
and Random Forest and a variety of deep learning algorithms.
The models have been assessed based on their effectiveness and
the complexity of the available time resources. The findings
indicate that transformed-based models performed better than
other models. In [14], an analysis of textual data from several
social media sites in Bangla has been performed the ed to detect
and categorize sentiment and emotion with the use of traditional
machine learning and neural network techniques. In this work, a
comparison of several significant informative feature extraction
was carried out as well. The results show that in case of
Sentiment analysis, CNN classifier gave better output compared
to other models. It provides an accuracy of 83% and F1-Score
(0.822147) in case of analyzing Sentiment. On the other hand,
Bi-LSTM gave better results in case of analyzing emotion as
its accuracy is 65% and it also provided the highest F1-Score
(0.618396).
As observed from this related work, there is a knowledge gap

in understanding the performance of advanced NLP models on
different datasets for distinct sub-tasks. Additionally, it remains
unclear how the addition of traditional deep learning models
may impact the overall performance. Thus, this study aims
to address these gaps by conducting a comprehensive analysis
of sentiment analysis and aspect classification in the Bengali
language.

III. DESCRIBING DATASET
We first review the available datasets we used for this research

in this section. After that, we conducted the data analysis to
determine how unique these lexical contents are concerning the
six different sentiments and the positive and negative sentiment
classes.

A. Dataset description

We have collected two different open-source data:

• SentNoB: A Dataset for Analysing Sentiment [15] :
The dataset used in this study contains a collection of
social media user comments related to news articles and
videos from various fields, including politics, education,
and agriculture. The comments are labeled with one of
three polarity categories: positive, negative, or neutral.
These polarity labels provide insight into the sentiment
expressed by the users towards the topic of the news
article or video. The dataset is diverse and covers a broad
range of topics, allowing for a comprehensive analysis
of sentiment and polarity across different domains. The
inclusion of social media comments is also significant, as it
provides a real-world snapshot of public opinion on current
events and issues. In the below Table : I, we can view the
detailed segmentations of class distribution of examples in
each class.

Table I
CLASS DETAILS FOR SENTNOB: A DATASET FOR ANALYSING SENTIMENT.

Class Level Total Instancesthe
Positive 6410
Negative 5709
Neutral 3609
Total 15728

• Bengali Ekman’s Six Basic Emotions Corpus [16]
:Based on Ekman’s six fundamental emotions, this dataset
has 36,000 Bangla data points. This balanced sample has
6000 data points for each of the six emotions. In the below
Table : II, we can view the detailed segmentations of class
distribution of examples in each class.

Table II
CLASS DETAILS FOR BENGALI EKMAN’S SIX BASIC EMOTIONS CORPUS.

Class Level Total Instances
Joy 6000

Sadness 6000
Anger 6000
Fear 6000

Surprise 6000
Disgust 6000
Total 36000

IV. METHODOLOGY
Here the task of classifying Bengali sentences can be divided

into two parts: for dataset: [15], is used for determining the
sentiment, and dataset: [16] is used for identifying the aspect



of the sentence. For both of the tasks, the Bidirectional
Encoder Representations from Transformers (BERT) [3] model
is used for its remarkable qualities and effectiveness. We used
tokenization and special token addition to preprocess the dataset
because BERT needs the data in a specific format [17]. The
test dataset was then used to evaluate the BERT model after it
had been given the training data. To cross-validate the output
of the BERT model, additional Deep Learning [18] models
such as Gated Recurrent Unit (GRU) [6], Bi-directional Long
Short Term Memory (Bi-LSTM) [7], and Long Short Term
Memory (LSTM) [8] were utilized, trained, and tested on our
dataset. Several performance measures are used to assess the
performance of our model. Here in Figure : 1, shows the
proposed methodology of this research.

Figure 1. Methodology utilized in this study.

A. Data Preprocessing

Data preprocessing is a crucial step in preparing data for use
with BERT. Though we use the pre-trained BERT model but
data preprocessing is still necessary. Because pre-trained BERT
models are trained on large amounts of data and fine-tuned for
specific tasks, but the input data still needs to be preprocessed
and formatted in a way that the model can understand and
process. The following is the list of preprocessing processes
which are used in this study.

• Tokenization: Converting the text into a list of tokens,
or words and symbols, that can be easily processed by our
proposed model. Here WordPiece tokenization was used.

• Special Token Addition: Adding special tokens, such
as [CLS] and [SEP], to indicate the start and end of
a sentence and separate individual sentences within a
document.

After this, the training dataset and test dataset were created
from both of the primary datasets. The scikit-learn library’s
Train test split function was utilized in this study to split the
data.

V. MODEL DEVELOPMENT
In our study, we utilized the powerful BERT model for both

sentiment classification and aspect detection tasks. To begin
with, we trained the BERT model on a training dataset for
sentiment classification and aspect detection. We then evaluated
the performance of the model on a separate test dataset. The
BERT model is equipped with the Transformer’s attention
mechanism, which enables it to understand the contextual rela-
tionships between words. Additionally, BERT is pre-trained on
a large amount of unlabeled text, considering both the left and
right context, making it a highly efficient language model. In
our research, we employed the pre-trained multilingual BERT
model to classify aspects and sentiments in Bengali text. By
leveraging the power of BERT, we aimed to achieve accurate
and effective sentiment analysis and aspect detection in the
Bengali language. We employed the HuggingFace Transformers
implementation and pre-trained weights for our task. The BERT
model consists of two parts, encoding and decoding, which
respectively read and make predictions from text data. Over
the encoding layer, a classification layer was added, with the
Adam optimizer being used to calculate the loss function and
optimize it using binary cross entropy. The n-train library was
used to determine the optimal learning rate, and the model was
trained on the training data for 100 epochs. Finally, the model
was evaluated on the test dataset, as shown in the Figure: 2,
which illustrates the BERT process for a Bengali sentence in
our research.

Figure 2. BERT processing on Bangla text in this study.

In addition to the BERT model, other deep learning models
are used in this study, including the Gated Recurrent Unit
(GRU) [6], Bi-directional Long Short Term Memory (Bi-
LSTM) [7], and Long Short Term Memory (LSTM) [8]. In
this study, BERT is used as a feature extractor by taking the
hidden state outputs of the model and using them as inputs
for a downstream task, such as sentiment analysis or aspect
detection. This process is known as transfer learning and
allows us to leverage the pre-trained BERT model to improve
the performance of the downstream task [19]. The extracted



features from BERT can be fine-tuned with additional training
data to further improve the performance. In figure: 3 is the
architecture of this proposed model.

Figure 3. Bi-LSTM or LSTM, or GRU processing on Bangla text in this study.

VI. RESULT & ANALYSIS
The result analysis for Bangla text classification using BERT

and Bi-LSTM, LSTM, and GRU involves evaluating the per-
formance of the model by calculating various metrics such as
Confusion matrix, Accuracy [20], Precision [21], Recall [21]
and F1-Score.
Confusion Matrix : Confusion matrices are a popular

tool used to evaluate the performance of classification models.
These matrices are used to measure the performance of both bi-
nary and multiclass classification problems [22]. The confusion
matrix is a table that displays the predicted and actual values of
a classification problem. The matrix consists of four different
sets of values, including True Positive (TP), True Negative
(TN), False Positive (FP), and False Negative (FN).
True Positive (TP) represents the number of observations that

are predicted to be positive and are actually positive. True
Negative (TN) represents the number of observations that are
predicted to be negative and are actually negative. False Positive
(FP) represents the number of observations that are predicted
to be positive but are actually negative, and False Negative (FN)
represents the number of observations that are predicted to be
negative but are actually positive.
Accuracy: Accuracy measures the proportion of correct

predictions made by the model overall predictions.

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Precision : Precision measures the number of correct posi-
tive results divided by the number of positive results predicted
by the model.

Precision =
TP

TP + FP
(2)

Recall : Recall measures the number of correct positive
results divided by the number of all actual positive results.

Recall =
TP

TP + FN
(3)

F1-Score : The F1 score is the harmonic mean of precision
and recall and provides a balance between both.

F1− Score =
2 ∗ Precision ∗Recall

Precision+Recall
(4)

These metrics help us understand how well the model is per-
forming in terms of correctly identifying aspects and sentiments.
By comparing the results of BERT with Bi-LSTM, LSTM, and
GRU, we can determine which architecture is the most effective
in classifying Bengali text. The result analysis is an important
part of any research work and helps to determine the validity
and reliability of the findings. In bellow Table III, we can see
the summary of the result.

Table III
ACCURACY, PRECISION, RECALL AND F1-SCORE

Model Target Accuracy Precision Recall F1-Score
BERT Sentiment 92.5 90.2 87.3 87.8

Aspect 90.4 90.9 88.1 88.1
Bi-LSTM Sentiment 90.1 89.7 90.2 90.1

Aspect 90.2 89.2 88.7 89.1
LSTM Sentiment 89.5 89.4 89.2 89.3

Aspect 88.3 89.6 89.4 89.5
GRU Sentiment 91.5 90.1 91.3 91.5

Aspect 91.4 90.5 91.5 91.4

The above table III summarizes the results of the evaluation
of the BERT model, Bi-LSTM, LSTM, and GRU for both
sentiment analysis and aspect detection on Bengali text. The
results show that the models performed well, with the highest
accuracy and F1-Score achieved by the GRU model for senti-
ment analysis. The highest accuracy for aspect detection was
achieved by the Bi-LSTM model. However, the performance
of the BERT model was also noteworthy, as it achieved high
precision, recall, and F1-Score values for both subtasks.

A. Confusion Matrix

In this study, confusion matrices were used to evaluate the
performance of the BERT, Bi-LSTM, LSTM, and GRU models
that were utilized for sentiment analysis and aspect detection in
Bengali language. Figure 4 depicts the confusion matrices for
all four models, and the results show that the BERT model
outperforms the other models in terms of correctly predicting
the sentiment and aspect of the Bengali sentences. The BERT
model predicted 92.21% of the samples correctly, with only
7.79% of the samples being incorrectly classified.
On the other hand, the GRU model was found to have

the highest misclassification rate, with around 9.29% of the
data being missclassified. Specifically, 3.58% of the samples
were predicted as positive sentences but actually needed to be
classified as neutral sentences. This indicates a limitation of the
GRU model in accurately detecting the sentiment and aspect of
Bengali text.



Regarding the Bi-LSTM and LSTM models, they were found
to predict almost the same percentage of samples correctly, with
87.36% and 87.13% respectively. Although the performance
of these models is not as good as the BERT model, they
still perform reasonably well in sentiment analysis and aspect
detection of Bengali text.
Overall, the confusion matrices provide a clear visualization

of the model’s performance in classifying Bengali text based
on sentiment and aspect, and demonstrate the effectiveness of
BERT in comparison to other traditional deep learning models.

Figure 4. Confusion Matrix for the models utilized in this study to predict the
aspect of the sentence.

Figure 5. Example sentences highlighting the important words.

For a better interpretation of the model we explore and show
word importance with three example sentences. This is obtained
for BERT model trained on dataset [15] for sentiment analysis.
These representations are produced using Captum [23]. In
Figure 5, the first sentence, the model puts a high emphasis on
the positive word পছন্দ (like). First sentence “আমার পছন্দ সাদা ভাত
আর গরুর মাংস।” (I like beef and plain rice) is detected as positive
with 98.78% probability by BERT. In the second sentence “এই
লোকের কথাবার্তা একেবারেই ভালো লাগেনা। দেখতেও হাবাগোবা বোকার
মত।” (I don’t like the way this guy talks. He looks like a fool)
is detected as negative senetce with 95.46% proability. Here
the words ভালো লাগেনা (don’tlike), বোকা (fool) emphasize this
negative. In the third sentence “পল্লবি থেকে কোন দিকে যেতে হবে”
(Tell, which direction to go from Pallavi) is detected as neutral
with 94.78% probability.

VII. CONCLUSION AND FUTURE WORK

In conclusion, in this research, we proposed a model for
classifying Bengali text into sentiments and aspects using pre-
trained BERT and recurrent neural networks including Bi-
LSTM, LSTM, and GRU. The results showed that the BERT
model outperforms traditional recurrent neural networks in
both sentiment and aspect classification tasks. The highest
performance was observed with the GRU model with an
accuracy of 91.5% in sentiment classification and 91.4% in
aspect classification.
For future work, we plan to investigate other pre-trained

models such as RoBERTa, ALBERT, etc. and compare their
performance with BERT. Additionally, we aim to extend our
study to other languages and domains, such as medical and legal
text classification. Furthermore, we also plan to explore the use
of different attention mechanisms and fine-tuning techniques to
improve the performance of the models.
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