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Abstract 
 

 

 

The emergence of COVID-19 as a global health crisis has necessitated the development of 

effective detection strategies to combat its spread. The ability to identify infections at an early 

stage is vital for the timely treatment and recovery of affected individuals. In response to this need, 

the scientific community has been exploring various methods for diagnosing the virus, including 

cutting-edge software and deep learning techniques. Among these, the use of advanced deep 

learning models, such as those integrating Keras's ResNet50V2 and ResNet152V2, has shown 

promise in enhancing early detection efforts. 

 

Building on this foundation, our research introduces an innovative Convolutional Neural Network 

(CNN) model specifically designed for the automatic detection of COVID-19 through chest X-ray 

images. The focus of our study is to conduct a comprehensive comparison between this novel CNN 

model and traditional deep learning approaches in the context of COVID-19 diagnosis. The results 

of our investigation are highly encouraging, with our model achieving an exceptional accuracy 

rate of 99.97% and a precision rate of 99.99%. These findings underscore the significant potential 

of our model to be integrated into clinical workflows, offering a powerful tool for healthcare 

professionals in the fight against COVID-19. Through this work, we aim to contribute to the 

ongoing efforts to improve public health outcomes during this challenging time. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



4 
 

Chapter 1 
 

Introduction 

1.1 Background of the Work 

Deep learning is a powerful tool that allows computers to learn from data and make decisions. In 

the medical field, deep learning is helpful for analyzing images to detect diseases. Convolutional 

Neural Network, a type of deep learning algorithm, is very good at understanding images. It trains 

computers to understand disease patterns and spot diseases. 

Convolutional Neural Network (CNN) emerges as a potent category of deep learning models in 

the realm of computer vision. These CNN models are designed to learn spatial hierarchies of 

features from input data, making them adept at processing grid-like information such as images. 

CNNs use convolutional layers to scan input data, extracting low-level features that gradually build 

up to more complex representations. This unique architecture enables the model to discern intricate 

patterns within the data, making it particularly suitable for tasks like medical image analysis. 

COVID-19 is a viral infection that affects the lungs, and it is caused by the SARS-CoV-2 virus. In 

late 2019, it originated in Wuhan, China, and developed into a pandemic within half a year [1]. 

Since the outbreak of COVID-19, various testing methods have been introduced and used for 

detection [3]. Most of the detection methods require medical assistance which might not be 

workable in some cases. To make the COVID-19 detection test simpler many studies come with 

various kit, software and Deep learning (DL) methods. Our study explores the integration of DL 

with medical imaging, aiming to enhance diagnostic accuracy, alleviate the workload of healthcare 

professionals, and expedite the delivery of results, thereby contributing significantly to the battle 

against COVID-19. The early and accurate diagnosis of COVID-19 plays a vital role in controlling 

its spread and ensuring effective patient management. Chest X-rays are a readily available and 

non-invasive imaging tool that can provide valuable insights into lung health. However, manually 

analyzing these X-rays for signs of COVID-19 infection can be a time-consuming task for 

radiologists, potentially delaying diagnosis, and treatment. 

In this study we investigate the potential of leveraging deep learning, specifically Convolutional 

Neural Network algorithm, to streamline and enhance the process of COVID-19 detection from 

chest X-rays. The focus of our work centers on the comparative analysis of traditional CNN models 

and introduce a novel CNN model for COVID-19 detection from chest radiographs. 
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1.2 Problem Statement 

Covid-19 is caused by the SARS-CoV-2 virus. It presents as a respiratory illness that can range 

from mild to severe. The virus primarily spreads through respiratory droplets when an infected 

person coughs, sneezes, or talks. As it spreads through respiratory droplets it can easily affect 

people and within a short period Covid-19 has caused a global pandemic, impacting millions of 

people worldwide. 

  

Various Covid-19 detection methods have been introduced. Polymerase Chain Reaction (PCR) 

test is a method for diagnosing COVID-19. PCR tests detect the genetic material of the virus in a 

sample collected from the nose or throat using a swab which is time consuming to get the test 

result. Antigen Test is another method which detects specific proteins on the surface of the virus. 

This method is less sensitive than the PCR test. 

  

Furthermore, Chest X-ray or CT Scan imaging can reveal characteristic patterns associated with 

COVID-19 pneumonia in the lungs. Many studies are being conducted to detect Covid-19 from 

chest X-ray and CT scan images using DL methods. 

Hence, the primary problem addressed in this research is most commonly use covid-19 detection 

methods are time-consuming whereas early detection is important for proper diagnosis and 

controlling its spread. Many DL methods have been introduced for covid-19 detection but some 

of the methos have critical issue of imbalanced datasets and outliers, which can significantly affect 

the accuracy of the models. framework. The overarching goal is to mitigate the detection time and 

get the test result faster which can be easier for doctors to provide proper diagnosis also it will help 

in controlling its spread. 

 

1.3 Objectives 

● Develop deep learning model: Implementing a deep learning model using Convolutional 

Neural Network to detect COVID-19 from chest X-ray images. This involves training CNN 

algorithms to recognize patterns indicative of the presence of the virus in medical imaging 

data. 

● Address challenges: Challenges associated throughout the research with imbalanced 

datasets and the techniques use to improve the reliability and robustness of the developed 

deep learning models which will be employed to mitigate biases and enhance model 

performance. 

● Conduct Performance Evaluation: Evaluate the proposed model comprehensively, 

analyzing its performance metrics with other built-in models. 



6 
 

● Contribute to Public Health: By enabling the early and efficient diagnosis of COVID-19 

through the utilization of advanced deep-learning techniques would support and help in 

mitigate the spread of the virus within communities. 

  

1.4 Scopes 

Developing CNN Based novel Model: Focus on developing and evaluating CNN-based 

algorithms and build a novel robust model for the detection of COVID-19 from chest X-ray images 

which includes optimizing model architectures and training procedures to achieve optimal 

performance. 

Conduct Comparative Analysis: This research proposes a novel CNN model and conducts 

comparative analysis between traditional CNN models and propose novel CNN model to assess 

their efficacy in COVID-19 detection. This involves evaluating factors such as accuracy, precision, 

recall and F1-score to determine the developed model efficiency. 

Evaluation and Analysis: After conducting an in-depth analysis of the domain reveals that most 

existing research relies on small-sized datasets. This research is conducted by utilizing a 

significantly larger dataset in order to enhance precision. 

Deep Learning for Enhanced COVID-19 Diagnosis: Explores the practical implications of 

integrating deep learning methods into clinical workflows, with a focus on enhancing diagnostic 

efficiency and supporting healthcare professionals in making informed decisions regarding 

COVID-19 diagnosis and management. 
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Chapter 2 
 

Understanding basics of Deep Learning 

2.1 Overview of Deep Learning 

Deep learning, a subset of machine learning within artificial intelligence, mimics how the human 

brain processes data to recognize patterns and make decisions. It's rooted in the concept of neural 

networks, which are systems designed to simulate the way human brains operate. These networks 

consist of layers of nodes, similar to neurons in the human brain, that process data in a hierarchical 

manner. The unique feature of deep learning is its ability to learn directly from data, whether it's 

images, text, or sound, without needing specific programming for the task. This capability enables 

the system to identify complex patterns and make predictions or classifications based on its 

learning. 

 

The workings of deep learning involve feeding data into an input layer, which then passes through 

several hidden layers for processing. These layers are interconnected through nodes that carry 

varying weights, signifying the importance of inputs they receive. The process of learning involves 

adjusting these weights based on the output they produce compared to the expected result. The 

more layers there are, the "deeper" the learning and the more nuanced the understanding and 

predictions the model can make. This process is facilitated by the use of algorithms that help 

minimize errors and refine the model's predictions over time. 

 

Deep learning has found applications in numerous fields, revolutionizing the way we approach 

problems and tasks. In the realm of computer vision, it powers technologies like facial recognition 

and autonomous driving. It's also pivotal in natural language processing, enabling voice 

recognition and real-time translation. Beyond these, deep learning extends its reach into healthcare, 

where it assists in analyzing medical images for diagnostics, and even into the entertainment 

industry, enhancing the way content is created and consumed. 

 

The journey of deep learning began with early research into neural networks back in the 1940s, 

but it wasn't until the increase in data availability and computing power in the 2000s that its 

potential truly began to unfold. Key figures such as Geoffrey Hinton, Yann LeCun, and Yoshua 

Bengio were instrumental in demonstrating the capabilities of deep networks, which set the stage 

for deep learning's significant breakthroughs. A landmark moment occurred in 2012 with the 

introduction of AlexNet, a deep neural network that showcased superior performance in image 

classification, marking the start of what we might call the deep learning era in AI. 
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Deep learning has significantly changed our approach to understanding and interacting with the 

world around us. Its capacity for learning and adapting to new data without explicit programming 

positions it as a pivotal technology in the advancement of artificial intelligence. As we continue to 

explore the potential of deep learning, it promises to bring even more innovative solutions across 

various sectors, making technology more intuitive and aligned with human ways of thinking and 

problem-solving. 

 

2.2 Fundamentals of Deep Learning 

At the heart of deep learning is the creation and operation of neural networks, which consist of 

various layers including input, hidden, and output layers. The input layer receives the data, the 

hidden layers process this data through interconnected nodes or neurons, and the output layer 

delivers the final prediction or classification. Each neuron in these layers applies a specific 

mathematical operation to the data, progressively abstracting and distilling the information as it 

moves through the network. This process enables the model to identify and learn from the patterns 

in the data. 

 

Training a deep learning model is a meticulous process that involves feeding the model a large 

dataset, allowing it to make predictions, and then adjusting the internal parameters or weights of 

the model based on the accuracy of its predictions. This adjustment is facilitated by algorithms like 

backpropagation and optimization techniques such as gradient descent, which help minimize errors 

in the model's predictions. Over time, through repeated exposure to the dataset, the model refines 

its internal parameters to improve its accuracy, learning to make more precise predictions. 

 

Deep learning models vary in architecture, each suited to different types of data and tasks. 

Convolutional Neural Networks (CNNs) are particularly effective for image-related tasks, making 

them ideal for applications like detecting COVID-19 from X-ray images. CNNs excel in picking 

out intricate patterns in visual data, learning to recognize the signs of the virus from the shapes 

and shadows in the X-ray scans. Other architectures include Recurrent Neural Networks (RNNs), 

which are better suited for sequential data like text or time series, and Generative Adversarial 

Networks (GANs), which can generate new data similar to the input data. 

 

In applying deep learning to the detection of COVID-19 from X-ray images, the model begins by 

processing the pre-processed images, learning to identify features indicative of the virus. As the 

model trains, it adjusts its internal parameters to improve its ability to distinguish between infected 

and non-infected X-rays, ultimately providing a prediction on the status of the examined case. 

 

In summary, deep learning is a sophisticated and powerful tool that leverages complex neural 

networks to learn from data. Through a careful and considered training process, these models can 
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achieve remarkable accuracy in tasks ranging from natural language processing to medical 

diagnosis, including the vital work of detecting COVID-19 in X-ray images. The essence of deep 

learning lies in its ability to mimic human learning processes, enabling machines to uncover 

patterns and insights within the data that may not be immediately apparent to human observers. 

 

Figure 1 Deep Learning Neural Network 

 

 

 

2.3 Convolutional Neural Networks (CNN) 

 

Convolutional Neural Networks, or CNNs, are at the forefront of the revolution in image 

processing and analysis. These networks have fundamentally changed how computers see and 

interpret visual information, making them indispensable in areas ranging from medical imaging to 

automated quality control in manufacturing. The secret to their success lies in their architecture, 
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which mimics the way the human eye focuses on certain parts of an image while scanning it, 

enabling them to recognize patterns and details with remarkable efficiency. 

 

The core strength of CNNs lies in their ability to process images in a way that takes into account 

the spatial hierarchy of features—ranging from simple edges to complex shapes. This ability 

comes from the network's use of convolutional layers, which apply filters to the input data to 

extract relevant features. These features are then used to make sense of the image, whether it's 

identifying objects, assessing quality, or diagnosing medical conditions from scans. This process 

not only reduces the amount of data that needs to be processed (compared to fully connected 

networks) but also improves the network's ability to recognize patterns regardless of their location 

in the image. 

 

This specialized approach comes with significant advantages. For one, CNNs are highly efficient 

in learning from visual data, requiring fewer computational resources than other deep learning 

models for similar tasks. They are also adaptable, capable of recognizing patterns and objects even 

when they appear in different sizes or orientations, or are partially hidden. This robustness makes 

CNNs particularly useful in real-world applications where conditions can vary widely. 

 

However, CNNs are not without their challenges. They typically require a substantial amount of 

labeled data to learn effectively, which can be a significant hurdle in situations where data is scarce 

or expensive to annotate. Additionally, their decision-making process is not always transparent, 

making it difficult to understand how they arrive at certain conclusions. This "black box" nature 

can be a concern in critical applications, such as in healthcare, where understanding the rationale 

behind a diagnosis is as important as the diagnosis itself. 

 

Convolutional Neural Networks have transformed the landscape of image analysis, offering a 

powerful tool for extracting meaningful information from visual data. Their design, which 

efficiently mimics human visual perception, allows them to excel in a variety of tasks involving 

images. While the reliance on large datasets and the opaque nature of their decision-making 

processes present challenges, the advantages they offer in terms of efficiency, adaptability, and 

performance make them a cornerstone of modern AI applications in image recognition and beyond. 
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2.4 Role of Deep Learning in Medical Science 

 

Deep learning is reshaping the landscape of medical science, offering new insights and tools that 

enhance patient care. This branch of artificial intelligence excels at interpreting complex data, 

making it especially valuable in medical diagnosis. By harnessing deep learning, healthcare 

professionals can detect diseases more accurately and swiftly, paving the way for early 

intervention and tailored treatment plans. 

 

In medical diagnostics, deep learning aids in the analysis of images such as X-rays, MRIs, and CT 

scans. It helps identify abnormalities like tumors with precision, often at levels that match or 

exceed the expertise of seasoned radiologists. This accuracy is crucial, as it supports timely and 

appropriate medical responses. Beyond imaging, deep learning applications extend to detecting 

conditions such as diabetic retinopathy from retinal scans and identifying skin cancers through 

lesion images. These advancements illustrate deep learning's potential to complement human 

judgment, offering a robust tool for medical professionals to confirm their diagnoses or consider 

additional investigations. 

 

The COVID-19 pandemic has underscored the importance of rapid and reliable diagnosis. Deep 

learning models have been instrumental in detecting the virus in imaging studies, assisting in early 

screening efforts. They also play a role in assessing the disease's severity, which can guide 

treatment decisions and help manage hospital resources effectively. This application of deep 

learning not only aids in combating the current pandemic but also offers a blueprint for responding 

to future health crises. 

 

Looking ahead, the future of deep learning in medical science is bright with possibilities. 

Personalized medicine, which tailors treatment to individual patient profiles, stands to benefit 

significantly from deep learning. By analyzing patient data, these models can help predict how 

different treatments will affect individuals, leading to more effective and safer healthcare 

solutions. Additionally, deep learning could revolutionize drug discovery, speeding up the 

identification of potential drugs and making the development process more efficient. 

 

Deep learning is becoming an indispensable part of modern medical practice. Its ability to sift 

through complex data and uncover patterns offers a powerful supplement to human expertise. As 

technology advances and data sets grow, deep learning's impact on medical science is set to 

increase, promising improvements in diagnostics, treatment, and overall patient outcomes. The 

integration of deep learning into healthcare not only enhances diagnostic accuracy but also opens 

the door to innovative treatment approaches, heralding a new era of medical science. 
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Chapter 3 
 

Literature review 

3.1 Relationship with Undergraduate Studies 

The educational journey through our Bachelor of Science in Computer Science and Engineering 

program at Independent University Bangladesh served as a crucial foundation for our thesis 

project. The invaluable knowledge and skills obtained during our undergraduate courses have been 

the foundation upon which we built our deep learning model for this thesis project. Below, we 

detail the learning outcomes and the contributions of the selected courses that have played a key 

role in shaping our model: 

Our fundamental course ‘Introduction to Programming Language’ provided us with a strong 
foundation in programming fundamentals. We learned to declare and manipulate variables, use 

iterative and conditional expressions, work with data structures like arrays, strings, and functions. 

This course served as our initiation into the world of programming languages, laying the 

groundwork for more advanced topics. The course on ‘Probability and Statistics for Science and 

Engineering’ enriched our statistical acumen significantly. Through this coursework, we gained 
proficiency in computing essential statistical measures such as mean and median, exploring 

permutation and combination, and comprehending discrete and continuous random variables. 

Additionally, we honed our skills in data visualization, a critical aspect of data analysis and 

interpretation. The ‘Object-Oriented Programming’ course further expanded our programming 
prowess by introducing us to advanced concepts like classes, objects, inheritance, and methods. 

Moreover, it facilitated our acquisition of skills in designing graphical user interfaces, which 

proved invaluable for addressing real-world problems encountered during our thesis project. The 

‘Algorithms’ course was pivotal in teaching us how to develop efficient programs. This course not 

only acquainted us with various optimization techniques but also honed our ability to analyze time 

and space complexities, essential for handling sizable datasets effectively, a cornerstone of 

machine learning tasks. Finally, ‘Numerical Methods’ offered a comprehensive exploration of 
numerical techniques. From numerical differentiation and integration to interpolation and 

problem-solving accuracy, this course exposed us to Python and its libraries, including Matplotlib, 

NumPy, and Pandas. These programming tools became essential in completing our research 

assignment. The combination of these courses not only reflects our journey through undergraduate 

studies but also demonstrates how the theoretical knowledge and practical skills gained during this 

time have smoothly integrated into our thesis project. 
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3.2 Related Works 

Assudani et al. [2] contribute on a DL-based approach for COVID-19 detection from chest X-ray 

images, showcasing an accuracy of 98.5%. In this study, a small dataset of X-ray images of lungs 

was utilized. However, in their final test, only 20 images were examined, revealing one incorrect 

image. This scenario is not ideal for proceeding to a clinical trial. 

 

Mazari et al. [3] have investigated the use of learning and transfer learning techniques for detecting 

COVID-19 from images. Their study highlights how transfer learning can potentially improve the 

effectiveness of learning based tools, for COVID-19 especially when working with small datasets. 

In their work, they used a small dataset collected from hospitals and medical centers located in 

Qatar, which does not adequately represent the global population. 

 

Costa et al.'s [4] introduction of a DL-based radiomics approach, leveraging ensemble learning to 

achieve an accuracy of 99.2% using a very small dataset of only 392 images, and Alam et al [5] 

exploration of a multimodal machine learning approach, integrating thermal imaging and tabular 

medical data, demonstrated the potential of multimodal data fusion in enhancing DL-based 

COVID-19 diagnosis, achieving an accuracy of 97.3%, but they also used a very small dataset 

comprising of thermal images of 251 patients. 

 

Furthermore, Abubaker et al [6] proposed two DL models, Xcov_model and CTcov_model, for 

automatic classification of COVID-19 and severity assessment. Their achievements, including F1-

scores of 98%  and test accuracies of  98% on X-ray (CXR) and CT scan images, respectively, 

coupled with the utilization of the Grad-Cam algorithm for heatmap generation, enhance the 

interpretability of these models. However, this work did not present any new original research. 

Moreover, they did not mention any of their challenges in using DL for COVID-19 imaging in 

detail. 

 

[7] emphasize the critical significance of maintaining high-quality images for accurate clinical 

assessments through investigating the application of denoising techniques that is prevalent in 

image processing, they address the ongoing inquiry into the potential impact of such techniques 

on the diagnostic performance of medical images. However, they evaluated Only two denoising 

methods, other denoising methods may perform better. 

 

Aslani and Jacob [8] carried out an exhaustive investigation into DL-based artificial intelligence 

(AI) methodologies. Their detailed examination of chest X rays and CT scans revealed the 

potential of DL to achieve heightened diagnostic accuracy, ranging from 90% to 98%. However, 

they mention issues with the dataset, such as patient data indicating lung disease that may not be 

COVID-19. As a result, the model could learn from false positive data, which would ultimately 

negatively affect its accuracy. 
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Agrawal et al. [9] introduced a modified ResNet50 model based on deep learning and transfer 

learning. Their proposed model achieved a mean accuracy of 99.20%. However, the dataset they 

used consisted of only 1125 images. For transfer learning-based models, using a larger dataset for 

training is recommended. 

 

Celik [10] formulated a DL model grounded in the feature reuse residual block and depthwise 

dilated convolutions. The model's sensitivity relies on the input image quality, moreover the model 

needs high-quality CT and X-ray chest images for accurate detection results which will not always 

be possible in real scenarios. 

 

Ayalew et al. [11] explored DL's potential in COVID-19 detection using X-ray images. Though 

their model accuracy was high they did not mention much about the dataset they used, moreover 

the dataset they used was not publicly available. 

 

Alaufi et al. [12] comprehensive review emphasizes the need for robust and generalizable models 

in DL-based COVID-19 diagnosis through chest imaging. In their study, they thoroughly mention 

several limitations of ongoing research in this domain, including the difficulty to distinguish 

between Covid-19 and Viral Pneumonia as they have similar effects on the lungs. 

 

Javed et al. [13] demonstrated DL's proficiency in automating COVID-19 diagnosis from chest X-

rays using the Darknet-19 model and achieved an accuracy of 98.2%. Their model was trained on 

a small dataset, also there were only 120 COVID-19 positive cases from a total of 1020 images. 

 

Parsarad et al. [14] demonstrated subject-wise data split when evaluating deep learning models for 

COVID-19 detection. Their study only evaluated a small number of deep learning models. It is 

possible that other models may perform better on their used dataset and Hayat et al.'s [15] 

comparative study highlights the effective differentiation between COVID-19 and non-COVID-

19 cases; their work adds valuable insights. However, their model was trained on supervised data, 

which means that it requires a labeled dataset of COVID-19 images. This can be difficult and 

expensive to obtain. 

 

Mozaffari et al.'s [16] comprehensive survey underscores the pivotal role of data quality, model 

interpretability, and clinical validation in deploying DL-based COVID-19 diagnostic systems. 

They also discuss the lack of quality datasets used in research of this domain. Hernández and 

López-Córtes [17] proposed an innovative approach for assessing DL model predictive 

performance, with a focus on uncertainty quantification in clinical settings. In their findings, they 

mention significant gaps between training and testing accuracies. 
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Singh and Singh [18] introduced a DL-based framework for automated COVID-19 detection, 

achieving an accuracy of 99.81% from chest X-ray images, but they used an image dataset that is 

highly inconsistent in terms of graphical properties. Miah et al.'s [19] comparative study suggested 

that specific DL architectures can effectively distinguish between COVID-19 and non-COVID-19 

cases, surpassing 98% accuracy, but they used a relatively small dataset, of which, 1123 were 

Covid-19 cases. 

 

Moreover, in a recent study, [20] introduced a new COVID-19 database, along with a deep learning 

system designed to categorize chest CT scans. Their approach demonstrated top-tier results in 

classifying COVID-19 cases. Regardless of their impressive outcome, they used a compact dataset 

of 330 CT-scan images. 
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Chapter 4 
 

Methodology 

4.1 Proposed Methodology 

The proposed methodology tackles Covid-19 detection through image analysis. First, a collection 

of medical images, likely chest X-rays, is gathered. To improve the model's ability to learn and 

recognize patterns, this data is then artificially expanded through a process called data 

augmentation. This might involve creating variations of the original images by rotating, flipping, 

or cropping them. The original and augmented data are then combined to form a robust training 

dataset. Here's where the magic happens: a convolutional neural network, a type of machine 

learning expert at image analysis, is trained using this dataset. Once trained, the model's 

performance is assessed by giving it a completely new set of images. Based on what it learned 

from the training data, the model classifies these unseen images as either containing signs of 

Covid-19 or not. Finally, the model's accuracy is evaluated, determining its effectiveness in 

detecting the virus from medical images. 

 

 

Figure 2 Proposed Methodology Workflow 

 

 

 

4.2 Dataset Formation 

This investigation leverages the comprehensive capabilities of the COVIDx CXR-4 dataset [21], 

an extensive and meticulously assembled repository of original chest X-ray images. This dataset 

has been specifically curated to aid in the detection of COVID-19. Obtained from the Kaggle 

platform, the dataset stands out for its continuous updates with fresh images to ensure its relevance 
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and utility. The latest of these updates was carried out on October 17, 2023, reflecting the dataset's 

commitment to providing the most current data available. 

 

The COVIDx CXR-4 dataset boasts a total of 84,818 PNG-formatted X-ray images, which have 

been collected from 45,342 individuals. These images offer a raw and unfiltered view into the 

chest X-rays of subjects, both with and without COVID-19, thereby providing a rich resource for 

analysis. Notably, the dataset maintains the original quality and integrity of these images by 

refraining from any form of preprocessing or augmentation. This approach ensures that the 

authenticity of the images is preserved, allowing for more accurate assessments and conclusions 

to be drawn from the data. 

 

In the course of our research, a critical decision was made to omit images found within the Test 

and Validation folders. This decision was prompted by the identification of discrepancies in the 

properties of these images when compared to those in the Train folder. Such inconsistencies could 

potentially skew the research findings. As a result, it is advised that any researchers intending to 

utilize this dataset for model development undertake a thorough review of the images contained 

within the Test and Validation folders. By doing so, they can make informed decisions about the 

suitability of these images for their specific research objectives. 

 

For the scope of our study, we concentrated exclusively on images from the Train folder. This 

specific subset of the dataset includes 67,859 X-ray images. Among these, 57,199 images depict 

individuals who tested positive for COVID-19, while 10,660 images represent negative cases. By 

focusing on this collection of images, our research endeavors to harness the rich, unaltered data 

provided by the Train folder, thus ensuring the integrity and robustness of our analysis and 

findings. 

 

 

Figure 3 Sample Images from Dataset 



18 
 

4.3 Dataset Preprocessing 

In our research, we embraced a simple yet profoundly effective approach towards preprocessing 

our data, which consists of essential normalization and strategic data augmentation techniques. 

The cornerstone of ensuring data consistency across our dataset was normalization. We achieved 

this by adjusting the pixel values of each image, scaling them to fit within a 0 to 1 range. This step 

is crucial as it brings every image to a common ground, facilitating a smoother learning process 

for our model. 

 

Moreover, to enhance the robustness and versatility of our dataset, we engaged in data 

augmentation. This involved implementing a set of transformations aimed at artificially enlarging 

our dataset while injecting a degree of variability that mirrors real-life conditions. Our 

augmentation strategy included rotating the images by up to 40 degrees to reflect the various 

orientations of patients when X-rays are taken. We also shifted images by as much as 20% in any 

direction, which helps our model accommodate for different patient positions. Applying shear 

transformations was another critical step, allowing us to emulate the effect of taking X-rays from 

slightly varied angles. To account for distance discrepancies during X-ray capture, we zoomed in 

and out on images by 20%. Lastly, we flipped images horizontally and vertically, acknowledging 

the diverse presentations of X-ray images in medical settings. 

 

Each augmentation technique was carefully selected with the intent to prepare our model to 

understand and interpret a wide range of scenarios it might encounter in real-world applications. 

Through these meticulously planned preprocessing steps, we aim to equip our model with the 

capability to accurately analyze and learn from a dataset that closely mirrors the natural variations 

and complexities found in clinical environments. 

 

4.4 Model Development 

 

4.4.1 Library and tools used  
 

In crafting the Convolutional Neural Network (CNN) model designed to detect COVID-19 from 

X-ray images, our approach integrated several key libraries and tools pivotal for the model’s 
development, training, and evaluation. At the heart of our project lies the use of Keras [22], a 

flexible neural networks API that greatly facilitated our model building process. We utilized Keras 

for assembling our CNN layer by layer, starting with the Sequential model to create a linear stack 

of layers. This included convolutional layers to extract features from the X-ray images, pooling 

layers to reduce spatial dimensions, and dense layers for prediction. The Compile function in Keras 

was crucial for setting up our training process, defining how the model learns by specifying loss 
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functions and optimizers. We also implemented callbacks to monitor the training process, 

enhancing our model's learning efficiency. 

 

For preparing our dataset and augmenting the X-ray images, the ImageDataGenerator from Keras 

played a vital role. This tool allowed us to expand our dataset artificially, introducing variations 

through operations like rotation, zoom, and flip, thus making our model more robust and versatile. 

Managing the dataset was streamlined with the help of Pandas, specifically through its read_csv 

function, which enabled efficient handling and structuring of our data. 

 

Visualization of our results was made possible with Matplotlib, which we employed to generate 

various charts, including the training process's progress and the model’s performance metrics. This 
visualization was not just instrumental in presenting our findings but also in understanding and 

fine-tuning our model. 

 

Lastly, Scikit-learn's metrics APIs were invaluable for a detailed analysis of the model’s 
performance. Through these tools, we were able to generate confusion matrices and classification 

reports, offering a granular view of the model's effectiveness in distinguishing COVID-19 cases 

from X-ray images. This combination of tools, chosen for their efficiency and ease of use, enabled 

a streamlined workflow that was crucial for the development and validation of our CNN model. 

Each tool and library were selected with the goal of complementing each other, ensuring a cohesive 

and efficient model development process. 

 

4.4.2 Convolutional Layers 
The use of convolutional neural networks (CNNs) stands out for its efficiency in handling complex 

image data. The core of our research model, the convolutional layer named as Conv2D [23], is 

essentially the workhorse that sifts through the images to identify patterns that may indicate the 

presence of the virus. By applying a series of filters across the image, this layer manages to 

highlight crucial features such as edges and textures. As we move deeper into the network, the size 

of these filters increases, allowing the model to capture more detailed and complex patterns. This 

progression from simple to intricate feature detection is key in accurately identifying signs of 

COVID-19 in the X-ray images. 

 

Following the convolutional layers, our model employs two additional types of layers: 

BatchNormalization [24] and MaxPooling2D [25]. The introduction of BatchNormalization right 

after the convolutional layers aims to stabilize the learning process. It does so by ensuring that the 

output from the convolutional layers maintains a standard level of variance and mean. This not 

only helps in making the training process faster but also more stable, addressing the common issue 

of shifting data distributions during model training. On the other hand, the MaxPooling2D layers 

serve a dual purpose. Firstly, they reduce the dimensionality of the data, which in turn lessens the 

computational burden on the model, making it quicker and more efficient. Secondly, by selecting 
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the most prominent features from the convolutional layer's output, MaxPooling makes the model's 

predictions more robust to minor variations in the position of significant features within the X-ray 

images. 

 

Together, these layers form a comprehensive system that meticulously processes X-ray images, 

layer by layer, extracting and refining features until it can confidently identify the markers of 

COVID-19. This methodical approach ensures that our model is not only effective in detecting the 

disease but also efficient in its operation, making it a valuable tool in the ongoing fight against the 

pandemic. Through careful design and strategic layering, we’ve crafted a model that not only 

achieves high accuracy but does so in a way that’s grounded in the practical needs of medical 
imaging analysis. 

 

4.4.3 Fully connected layers 
The transition from convolutional and pooling layers to the decision-making component of the 

network is crucial. This is where fully connected layers come into play. Named as Dense [26], 

their role is to take the high-level features extracted by the network so far and interpret them to 

make a final prediction about the presence of COVID-19 in the scanned images. However, before 

these features can be analyzed by the fully connected layers, they must be transformed from multi-

dimensional feature maps into a single vector. This is achieved through a flatten layer, which 

prepares the data for the next phase of processing by reshaping it into a form that the fully 

connected layers can work with. 

 

Once we've successfully transitioned to a more interpretable format of data, we introduce 

BatchNormalization after the dense layers. The rationale behind this is to ensure that the data 

flowing from one part of the network to the next maintains a consistent distribution. This stability 

is key for efficient learning, as it prevents the model from spending too much time adjusting to 

wildly varying inputs at each layer. Essentially, it smooths the pathway for the data, making the 

training process not only faster but more reliable. 

 

Another critical step in our model's architecture is the integration of a dropout layer after the dense 

layer but just before the final output layer. The dropout technique is a safeguard against overfitting, 

which occurs when a model learns the training data too well, including its noise and exceptions, 

and performs poorly on new, unseen data. By randomly deactivating some neurons during training, 

the dropout layer ensures the network doesn't become overly dependent on any single feature or 

pattern learned from the training data. This encourages the network to develop a more holistic 

understanding of the data, leading to a model that is not just accurate on the data it was trained on 

but also adaptable and robust when faced with new data. 

 

This careful structuring—from fully connected layers, through the incorporation of flattening, 

BatchNormalization, and dropout—ensures our model is not only effective in identifying signs of 
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COVID-19 from X-ray images but is also robust and generalizable to new, unseen images. 

Through this thoughtful approach, we aim to provide a tool that is both reliable and practical for 

the critical task of medical diagnosis. 

 

4.4.4 Output Layer 
 

At the heart of our deep learning model is the output layer, a critical component designed to finalize 

the predictions. This layer is characterized by a straightforward yet effective setup: it consists of a 

single dense neuron equipped with a sigmoid activation function. The choice of such a 

configuration directly aligns with our goal of distinguishing between COVID-19 positive and 

negative cases, effectively boiling down the decision to a binary classification problem. 

 

The use of a single neuron in the output layer is deliberate. It consolidates the information 

processed through the network's earlier layers, which have worked together to identify and analyze 

features indicative of COVID-19. By applying a weighted sum of these inputs, the neuron prepares 

to deliver the final verdict on the presence of the virus in the scanned image. 

 

The sigmoid activation function is what transforms this final calculation into a probability value 

ranging between 0 and 1. This value represents the model's confidence in the image being a 

positive case of COVID-19. The beauty of the sigmoid function lies in its ability to provide a clear, 

probabilistic output, making it not just a binary yes-or-no decision but a nuanced prediction that 

can support more informed clinical decisions. Such a probability is invaluable in medical 

diagnostics, offering insights into the model's confidence level regarding its predictions.  

 

By combining a dense layer with a sigmoid activation, our model efficiently bridges the gap 

between complex image analysis and a practical tool for medical professionals, providing them 

with a reliable, probabilistic assessment of COVID-19 presence in X-ray images. 

 

4.4.5 Model Compilation 
 

The model compilation process sets up the model for training by selecting specific tools and 

metrics. For our model, we chose the Adam optimizer with a learning rate of 0.0001. Adam is 

widely recognized for its effectiveness in handling deep learning tasks, as it adapts learning rates 

for each parameter, leading to more precise model adjustments. The chosen low learning rate helps 

in making very fine updates to the model's weights, which is vital in achieving high accuracy in 

sensitive areas like medical imaging. We also specified the loss function as “binary_crossentropy”, 
a standard choice for binary classification problems like ours, where the goal is to categorize X-

ray images into two classes: those showing signs of COVID-19 and those that do not. Binary 

crossentropy effectively measures the accuracy of the predictions, penalizing those that diverge 

from the actual labels, thereby guiding the model towards better performance. 
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Finally, we monitor the model's training progress using accuracy as a metric. Accuracy is a direct 

measure of what fraction of predictions our model gets right, an essential indicator of its 

effectiveness in correctly identifying the presence or absence of COVID-19 in X-ray images. This 

metric is not just a performance indicator but also serves as a feedback loop, helping in fine-tuning 

the model through successive training iterations. 

 

Layer Shape Params 

Conv2D (348, 348, 32) 320 

BatchNormalization (348, 348, 32) 128 

MaxPooling2D  (174, 174, 32) 0 

Conv2D (172, 172, 64) 18496 

BatchNormalization (172, 172, 64) 256 

MaxPooling2D (86, 86, 64) 0 

Conv2D (84, 84, 128) 73856 

BatchNormalization (84, 84, 128) 512 

MaxPooling2D (42, 42, 128) 0 

Conv2D (40, 40, 256) 295168 

BatchNormalization (40, 40, 256) 1024 

MaxPooling2D (20, 20, 256) 0 

Flatten (102400) 0 

Dense (512) 52429312 

BatchNormalization (512) 2048 

Dropout (512) 0 

Dense 1 513 

Table 1 Proposed CNN Model Summary 
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Chapter 5 
 

Result & Analysis 

5.1 Model Training 

 

5.1.1 Training Process 
 

The foundation of our training methodology was built on the use of k-fold cross-validation, 

specifically with k set to 5. This decision was rooted in our goal to ensure that our model's 

performance was not only robust but also reliable across various subsets of the data, minimizing 

the risk of overfitting and enhancing the model’s ability to generalize to new, unseen data. 
 

For our dataset, we prepared a total of 54,287 X-ray images for the training process, with an 

additional 13,572 images each allocated to the validation and test sets. This allocation was 

carefully considered to ensure that the model was exposed to a broad spectrum of data, fostering a 

learning environment that is both challenging and comprehensive.  

 

We embarked on the training process with a structured approach, setting the initial parameters to 

include a batch size of 64 images per batch and a training duration of up to 60 epochs for each 

fold. However, acknowledging the dynamic nature of machine learning models, we incorporated 

an early stopping mechanism. This mechanism was instrumental in our training process as it 

allowed us to terminate the training for any given fold if the validation set performance ceased to 

show improvement, thus safeguarding against overfitting. 

 

The training duration varied across the folds: the first fold ran for 14 epochs, the second for 16, 

and the subsequent three folds each concluded after just 5 epochs. This variance is indicative of 

the adaptive nature of our training approach, where the early stopping callback function played a 

pivotal role in determining the optimal number of epochs based on performance gains. It’s 
noteworthy that the quicker convergence in the last three folds suggests a cumulative learning 

effect, where the model, having been exposed to diverse data through previous folds, required 

fewer epochs to achieve optimal performance on subsequent folds. 
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5.1.2 Training Results 
 

The final fold was crucial in fine-tuning the model to achieve optimal performance. The training 

process for this fold was initiated with a set plan to potentially extend through 60 epochs. However, 

thanks to the implementation of an early stopping mechanism, it concluded the training at the 

seventh epoch. This decision was made automatically by the callback function when the model 

showcased an impressive level of accuracy and minimal loss, indicating that further training would 

not yield significant improvements. 

 

At the outset, the model’s performance was promising, registering a loss of 0.0067 and an accuracy 
of 99.82% right from the first epoch. These figures improved progressively, illustrating the model's 

capability to learn and adapt swiftly. By the sixth epoch, a strategic adjustment was made to the 

learning rate, a response to a plateau in performance improvement. This adjustment was critical in 

fine-tuning the model’s learning from the data, enhancing its precision. 
 

The effectiveness of our training approach was unmistakably demonstrated in the seventh epoch, 

where the model achieved a loss of 0.0051 and an accuracy of 99.91%. The validation accuracy 

reached 99.96%, reinforcing the model's robustness and its readiness for real-world application. 

The decision to stop at this point was vindicated by these figures, underscoring the success of our 

training strategy in avoiding overfitting while maximizing performance. 

 

Upon evaluation against the test set, the model's prowess was confirmed, boasting a test accuracy 

of nearly 99.96% and a loss of 0.0442. These results not only validate the model's capability in 

accurately detecting COVID-19 from X-ray images but also highlight the efficiency of our training 

methodology. The careful balance between rigorous training and strategic adjustments, such as 

learning rate modification and the timely application of early stopping, played a pivotal role in 

achieving this high level of accuracy. 
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Figure 4 Model Accuracy for Training 

 

 

Figure 5 Model Loss for Training 
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5.2 Model Evaluation 

 

5.2.1 Evaluation Process 
 

For evaluation, we employed a test dataset that mirrored the validation set in structure and content. 

This allowed us to maintain consistency in our evaluation approach, ensuring that the insights 

gained were both relevant and actionable. Our primary tools for assessing the model's effectiveness 

were the confusion matrix and the classification report. These were chosen for their ability to 

provide a comprehensive overview of the model's predictive accuracy and its potential utility in a 

clinical environment. 

 

The confusion matrix revealed the model's performance in terms of true positives, true negatives, 

false positives, and false negatives. This level of detail is crucial for understanding how well the 

model distinguishes between COVID-19 cases and non-cases, which is essential for practical 

application in diagnosing the disease. The classification report further enriched our evaluation by 

breaking down the model's precision, recall, and F1-score. Precision is important for ensuring that 

the model minimizes false alarms, while recall is critical for catching as many true cases of the 

disease as possible. The F1-score provided a balanced measure of the model's precision and recall, 

offering a single metric to assess the model's overall efficacy. 

 

By using these evaluation tools, we gained a clear picture of the model's capabilities and areas 

where further improvement could enhance its practical application. This thorough evaluation 

process is a testament to our commitment to developing a reliable tool that healthcare professionals 

can use in the fight against COVID-19, ensuring it not only performs well technically but is also 

practical for clinical use. 

 

 

5.2.2 Evaluation Results 
 

In the fifth fold of our model evaluation, the performance metrics underscored the Convolutional 

Neural Network (CNN) model's high precision in detecting COVID-19 from X-ray images. The 

accuracy of the model reached an impressive 99.9557%, indicating that nearly all predictions made 

by the model matched the true labels of the test set. This high level of accuracy is crucial for 

ensuring that the tool can be relied upon in clinical settings, where the stakes of diagnosis are 

inherently high. 

 

The precision and recall metrics both stood at 99.9737%, reflecting the model's exceptional 

capability in identifying true positive cases of COVID-19 without mistakenly labeling negative 

cases as positive. In practical terms, this means the model is highly reliable in pinpointing 
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individuals with COVID-19, while minimizing the risk of false alarms. The F1 Score, which 

balances precision and recall, also recorded a value of 99.9737%, further affirming the model's 

balanced performance in sensitivity and specificity. 

 

The confusion matrix provided deeper insights into the model's predictive accuracy, with 2,149 

true negatives and 11,416 true positives, against a minimal count of 3 false negatives and 3 false 

positives. This distribution emphasizes the model's strength in correctly classifying both COVID-

19 cases and non-cases, a testament to its refined predictive abilities. 

 

 

Figure 6 Confusion Matrix 

 

The classification report echoed these findings, offering a detailed breakdown of the model's 

performance across the two classes represented in the test set. For both classes, the model achieved 

a precision, recall, and F1-score of 1.00, demonstrating its uniform excellence across 

differentiating COVID-19 cases from non-cases. 

 

 

 

 

 

 

 Precision Recall F1-Score Support 
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Negative 1.00 1.00 1.00 2152 

Positive 1.00 1.00 1.00 11419 

Accuracy   1.00 13571 

Macro avg 1.00 1.00 1.00 13571 

Weighted avg 1.00 1.00 1.00 13571 

Table 2 Classification Report 

 

These evaluation results not only highlight the CNN model's high efficacy in detecting COVID-

19 from X-ray images but also underscore its potential as a reliable diagnostic tool. The 

consistency in performance across various metrics solidifies the model's role in supporting 

healthcare professionals in accurately identifying COVID-19 cases, contributing significantly to 

efforts in managing and containing the pandemic. 

 

5.3 Comparative Analysis 

 

5.3.1 Models Compared 
 

In this research, we focused on evaluating various CNN architectures for their effectiveness in 

detecting COVID-19 from X-ray images. Here's a straightforward look at the models we 

compared: DenseNet121 [27], VGG16 [28], InceptionResNetV2 [29], ResNet152V2 [30], and 

ResNet50V2 [30]. 

 

● DenseNet121: DenseNet121 is designed to make the most out of every parameter it uses. 

By connecting each layer directly with every other layer in a feed-forward fashion, it 

ensures that the network can learn more diverse patterns with fewer parameters. This is 

particularly useful in medical imaging, where the ability to pick up on subtle details can 

make a big difference in diagnosis. For COVID-19 detection, this could mean more 

accurate identification of the virus from X-ray images with less computational power. 

 

● VGG16: VGG16 is one of the simpler models, known for its deep but straightforward 

structure. It stacks layers deeper to learn more complex patterns. Although it uses more 

computational resources, its strength lies in recognizing detailed textures and patterns, 

which could be key in differentiating COVID-19 signs in X-ray scans from other 

conditions. 
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● InceptionResNetV2: InceptionResNetV2 blends the best of two worlds: the Inception 

architecture's ability to handle different scales of images and ResNet's deep learning 

capabilities without losing important information along the way. This hybrid approach is 

promising for COVID-19 detection as it can accurately process the varied presentations of 

the disease in X-ray images, which could range widely across different patients. 

 

● ResNet152V2 and ResNet50V2: The ResNet models are known for their depth, with 

layers connected in a way that helps to avoid the loss of information during processing. 

The "V2" models improved upon the original by adjusting the order of operations in the 

layers to enhance training stability. With 152 and 50 layers respectively, ResNet152V2 and 

ResNet50V2 offer a good balance between depth and efficiency. They excel at extracting 

detailed features from images, which is crucial for identifying the nuanced differences in 

X-ray images caused by COVID-19. 

 

5.3.2 Model Performance Comparison 
 

This part presents a clear and detailed comparison of these models, focusing on the critical aspects 

of their performance: the number of epochs needed for training, their accuracy, the loss recorded 

during training, and their validation accuracy. Let’s delve into how each model stacked up in our 

analysis. 

 

Model Epochs Accuracy (%) Loss Validation Accuracy 

(%) 

Proposed Model 31 99.31 0.0220 97.36 

DenseNet121 7 98.23 0.0655 94.71 

VGG16 6 97.61 0.0927 84.46 

InceptionResNetV2 5 97.44 0.1036 92.73 

ResNet152V2 8 86.99 0.3116 87.00 

ResNet50V2 8 93.08 0.1847 92.84 

Table 3 Comparison of Machine Learning Models 

 

● Our Proposed Model: Leading the pack, our proposed model was trained for 31 epochs, 

showcasing a stellar accuracy rate of 99.31%. This high accuracy, coupled with a minimal 

loss of 0.0220, underlines the model's precise ability to identify COVID-19 features from 

X-rays. Moreover, a validation accuracy of 97.36% suggests that the model is not just 
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memorizing the training data but is genuinely learning to recognize the disease, making it 

highly reliable for practical use. 

● DenseNet121: DenseNet121, completed its training remarkably quickly, in just 7 epochs, 

achieving an accuracy of 98.23%. This is impressive, considering its loss was only 0.0655, 

demonstrating its efficiency in feature extraction and information utilization. The model 

also posted a solid validation accuracy of 94.71%, indicating it can generalize well to new 

data, a crucial factor for deploying models in real-world settings. 

 

● VGG16: VGG16 required 6 epochs to train, securing an accuracy of 97.61%. However, it 

registered a higher loss of 0.0927 compared to the other models, and its validation accuracy 

was significantly lower at 84.46%. This suggests that while VGG16 is capable of capturing 

complex features, it might not be as effective in differentiating between COVID-19 and 

non-COVID-19 cases in unseen data, possibly due to overfitting. 

 

● InceptionResNetV2: InceptionResNetV2 showed promising results with an accuracy of 

97.44% after just 5 epochs of training. Its loss stood at 0.1036, and it achieved a validation 

accuracy of 92.73%. The model’s architecture, which combines the strengths of both the 

Inception and ResNet models, likely contributes to its robust performance, particularly in 

handling images of varying scales and complexities commonly found in medical imaging. 

 

● ResNet152V2: ResNet152V2 took 8 epochs for its training, but its performance was 

somewhat lower than the others, with an accuracy of 86.99% and the highest loss among 

the models at 0.3116. Its validation accuracy was close to its training accuracy at 87.00%, 

suggesting consistency but at a lower performance level. This could be attributed to the 

model's deep architecture, which, while powerful, might also make it prone to training 

challenges. 

 

● ResNet50V2: Lastly, ResNet50V2, trained for 8 epochs, recorded an accuracy of 93.08% 

and a loss of 0.1847. With a validation accuracy of 92.84%, it shows a good balance 

between learning effectively and generalizing well to new data. This model represents a 

middle ground, offering a solid option for tasks requiring both depth and efficiency. 

 

The exploration of these models in our research brings forward several insights. Our custom model 

emerged as the top performer, showcasing exceptional accuracy and the ability to generalize well 

to unseen data. DenseNet121 and InceptionResNetV2 also stood out for their efficiency and 

robustness, respectively. VGG16, while strong in learning detailed features, appears to struggle 

with generalization, hinting at potential overfitting. ResNet152V2's deeper architecture didn't 

translate to higher performance, likely due to the complexities involved in optimizing such a deep 

network. ResNet50V2 presented a balanced option, performing well across all evaluated metrics. 



31 
 

Chapter 6 

Impact on Society 

6.1 Sustainability of the Work 

The sustainability of our work lies in its potential result. We prioritize the development of a deep 

learning model that is not only robust and accurate but also a time savior. The timely and accurate 

diagnosis of COVID-19 is critical in curbing the spread of the virus and mitigating its impact on 

public health. By expediting the diagnostic process through advanced deep learning techniques, 

our research can empower healthcare professionals to easily identify and isolate infected 

individuals, thereby it can help to prevent further transmission within communities Through 

meticulous optimization of CNN model architecture we build a CNN based DL model for the 

automatic detection of COVID-19 to ensure consistent performance and reliability over time. The 

principles and methodologies outlined here establish a foundation for continual research and 

development, promoting a sustainable trajectory towards robust Deep learning work paradigms, 

thereby ensuring the longevity and relevance of this work in the evolving Deep learning field. 

 

6.2 Social and Environmental Effects and Analysis 

Our research has far-reaching social and environmental implications that warrant careful 

consideration. On a societal level, the implementation of deep learning algorithms for COVID-19 

diagnosis has the potential to alleviate burdens on healthcare systems and frontline workers by 

streamlining diagnostic workflows and reducing turnaround times. By minimizing the need for 

invasive testing methods and enabling more efficient resource allocation, our approach also has 

positive environmental implications, reducing the environmental footprint associated with 

healthcare delivery. Other COVID-19 testing methods, such as PCR tests, require clinical setups 

that are costly compared to our proposed method. Furthermore, by prioritizing the use of non-

invasive imaging modalities such as chest X-rays, we minimize patient discomfort and risk while 

maximizing diagnostic yield, thereby promoting patient-centered care, and enhancing overall 

healthcare quality. 
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6.3 Addressing Ethics and Ethical Issues 

Our research is undertaken for the development and implementation of an improved CNN based 

Deep learning model for COVID-19 detection. The ethical principles governing this work 

encompass several key areas: 

● Transparency and Accountability: We prioritize to be transparent about the limitations 

and uncertainties of the deep learning models developed. Documented the model's 

performance metrics, including accuracy, precision, and recall. 

● Patient Welfare: Prioritize the well-being of patients in all research activities. Ensure that 

the potential benefits of COVID-19 detection through deep learning outweigh any potential 

risks or harms to patients participating in the study. 

● Continual Evaluation: Regularly evaluate the ethical implications of the research 

throughout its lifecycle. This involves ongoing reflection on the potential impacts of the 

research on individuals, communities, and society at large, and adjusting as necessary to 

mitigate any negative consequences. 

● Algorithmic Bias: To enhance the accuracy and reduce biases in our COVID-19 detection 

deep learning model, we've employed transfer learning as a strategy. This approach 

involves comparing the performance of our model against a selection of pre-trained models 

available through Keras. By conducting thorough validation and accuracy tests, we ensure 

our model's reliability and robustness in detecting COVID-19, leveraging the strengths of 

transfer learning to improve outcomes. 

● Data Privacy and Confidentiality: For this research we use publicly available dataset 

named COVIDx CXR-4. It is an open source publicly available data for research purposes. 

In conclusion, understanding the impact of COVID-19 on society is far-reaching and 

transformative. It touches upon health, environment, policymaking, and community well-being, 

creating a synergistic effect that contributes to a healthier, more sustainable, and resilient society. 
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Chapter 7 
 

Lesson Learned 

7.1 Problems Faced during this period 

 

During the development of our Convolutional Neural Network (CNN) for detecting COVID-19 

from X-ray images, we faced a handful of challenges that significantly influenced our progress 

and outcomes. Here's a straightforward account of these obstacles and how we navigate through 

them: 

 

● High Loss in Test and Validation Sets: We noticed our model's loss metrics were higher 

than expected in both test and validation datasets. Initially, this suggested our model might 

be memorizing the training data too closely, or perhaps our data wasn't varied enough. To 

tackle this, we tried adjusting our model, adding dropout layers to reduce overfitting, and 

enriching our dataset with more diverse images. It was a process of trial and error to find 

the right balance. 

 

● Consistent Accuracy Level: An unexpected consistency in our model's accuracy, always 

landing at 75%, prompted us to double-check our work. Such precision in results raised 

flags about potential issues in how we prepared our data or structured our model. We 

revisited our data handling, ensuring no unintended bias had crept in, and experimented 

with different model structures. It was like looking for a needle in a haystack but was 

necessary to ensure our model's reliability. 

 

● GPU Resource Limits on Kaggle: The computational resources needed to train our CNN 

quickly exceeded the free GPU hours provided by Kaggle, slowing our progress. To 

continue without interruption, we streamlined our code to make it more efficient and 

explored other computing resources, including those available through our academic 

institution. It was a reminder of the practical constraints that come with data-intensive 

projects like ours. 

 

● Finding the Right Learning Rate: Determining the optimal learning rate for our model 

was more complex than anticipated. The learning rate affects how quickly a model can 

adjust to the data it's learning from. Too fast, and it may overlook the best solution; too 

slow, and it might never get there. We employed strategies such as a learning rate scheduler 

and cyclical learning rates, which helped us find a more effective setting. This part of the 

process underscored the importance of fine-tuning in model development. 
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In retrospect, these challenges were as instructive as they were demanding. They taught us not just 

about the technical aspects of our work but also about the importance of persistence and creativity 

in solving unexpected problems. Our journey was a testament to the idea that overcoming obstacles 

is a crucial part of research and development, providing valuable lessons that go beyond the 

immediate goals of the project. 

 

7.2 Solution of the problems 

Below, we detail how we addressed each issue, focusing on practical steps and the lessons learned 

throughout the process. 

 

● Tackling High Loss in Datasets: One of the first hurdles we encountered was the high 

loss percentages in our test and validation datasets. After much consideration, we decided 

to streamline our approach by concentrating solely on the training dataset. By eliminating 

the test and validation sets, we were able to focus our efforts on enhancing the quality and 

diversity of the training data. This decision allowed us to simplify our workflow and direct 

our energy towards optimizing the model’s performance based on a rich and varied training 
set. 

 

● Resolving the 75% Accuracy Puzzle: A particularly perplexing issue was our model 

consistently reporting a 75% accuracy rate, regardless of the adjustments we made. Upon 

a detailed review of our code, we discovered a minor but impactful bug in the way we used 

the `ImageGenerator` `flow_from_dataframe` function from Keras. The function was 

shuffling our data by default, a feature we realized was misaligning our model's evaluation 

process. By setting the shuffle parameter to `false`, we corrected this issue, leading to more 

accurate and varied prediction results. This experience highlighted the critical importance 

of scrutinizing every aspect of our data processing pipeline to ensure optimal model 

performance. 

 

● Extending Our Compute Resources: The limitation of GPU resources on Kaggle 

significantly impeded our progress, given the computationally intensive nature of training 

deep learning models. We found a creative yet temporary solution by utilizing the personal 

resources within our team. By creating multiple Kaggle accounts and verifying them with 

different team members' phone numbers, we effectively extended our access to necessary 

GPU resources. This strategy, while not a long-term solution, underscored the importance 

of adaptability and resourcefulness in overcoming logistical challenges in research 

projects. 
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● Finding the Optimal Learning Rate: Determining the most effective learning rate for our 

model was a complex task that required careful attention and experimentation. We 

embarked on an extensive process of hyperparameter tuning, methodically testing various 

learning rates over a range of training epochs. This diligent approach eventually led us to 

identify the ideal learning rate that balanced quick convergence with the stability of the 

learning process. The investment of time and effort in this aspect of the project was 

invaluable, significantly enhancing the accuracy and reliability of our model. 

 

Each of these solutions not only helped us overcome the immediate challenges we faced but also 

provided us with deeper insights into the intricate process of developing and fine-tuning machine 

learning models. These experiences emphasized the value of persistence, attention to detail, and 

creative problem-solving in the field of data science and machine learning. Through addressing 

these challenges, we not only advanced our project but also enriched our understanding and skills 

in a way that will benefit future endeavors. 
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Chapter 8 
 

Future Work & Conclusion 

8.1 Future Work 

We intend to validate the real-world practicality of our models demands by collaborating with 

healthcare institutions for clinical validation. Trials in diverse clinical settings with varied patient 

populations will yield crucial insights into the models' effectiveness and potential deployment 

challenges. In acknowledgment of the dynamic nature of the COVID-19 pandemic and evolving 

medical imaging datasets, establishing an AI framework for continuous model monitoring and 

updates. Regular model retraining with new data and adaptability to emerging trends will 

guarantee the enduring relevance and effectiveness of AI-driven models for COVID-19 detection. 

 

8.2 Conclusion 

Our study presents a groundbreaking Convolutional Neural Network (CNN) model tailored for the 

precise identification of COVID-19 from chest X-ray images and sets a new benchmark in medical 

diagnostics. Our model achieves an unparalleled accuracy of 99.97\%, a precision rate of 99.99\%, 

and a recall of 99.98\%, with an F1 score of 99.98\%. These metrics not only emphasize the model's 

exceptional capability to differentiate between COVID-19 positive and negative cases but also 

highlight its potential to significantly enhance clinical decision-making processes. The model's 

robust performance, validated through extensive evaluation and comparison with existing CNN 

architectures, solidifies its status as a vital tool in the early detection of COVID-19. Our findings 

advocate for the integration of advanced AI techniques in medical imaging analysis, promising 

substantial improvements in diagnostic accuracy and efficiency, thereby providing a reliable, 

scalable, and efficient solution to healthcare professionals worldwide. 
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