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Abstract— I the post-pandemic world, surveillance cameras
play a key aspect when it comes to detecting various kinds uf
security risks. These can range from burglars entering a premises
to an Individual wearing or nut wearing a mask where com-ention
dictates one way versus the other. We are propsing a system
that would allow autonomously detecting these security risks
with minimal human intervention. We propose using Multi-task
Cascaded Convolutional Neural Networks as the face detector, a
choice of a complete range of classic image feature extractors, and
the Ke rrel-based Online Anomaly Detection algorithm to identify
the potential risk in real time. We tested our proposed framework
on thre diferent datasets including real-world settings. Our
proposd framework yielded high detection rates with low false
alarm rates, in addition to being adaptive, portable, and rquiring
minimal infrastructure.

I. INTRODUCTION

In the midst of the COVID-1Y pandemic, wearing masks
had become the new normal. Many places like malls, banks
and edulational institutions have made the wearing of face
masks mandatory.

Software and autonomous tools Fr mask detection do exist,
especially during the pandemic [I], but they are mostly pro-
prietay, expensive, and not in wide deployment. Funhennore,
because these systems are nol open source, fulure develop-
ments on them are slow.

In this paper we are proposing a framework to help detect
masked fces. Our proposed system is built upon widely
available and open sourced image processing algorithms. Ad-
ditionally, It can b used pst-pandemic to detect intruders and
burglars who have their Fces covered suspiciously.

This paper also serves as the extension to the work done by
Alvi et al. [2], where the Viola and Jones algorithm [3] was
used Fr Fce detection. However, some studies [4]-16] suggest
that even with more complex features and classifers, the Viola
and Jones algorithm detector may deteriorate considerably in
real-world applications. This is why we decided to move on
to a contemporary, convolutional neural network algorithm.

Our Famework consists of thre key components: face de-
tection, feature extraction. and unsupervised pattern matching
technique, to create a system that can autonomously recognize
anomalous events Fom an image sequence in real-time. We
used the contemporary deep learing algorithm Multi-task
Cascaded Convolutional Neural Network (MTCNN) [7] as

our face detector. To conduct a comparative analysis of the
basic feature extraction methods, we compared fve classical
methods: Haar wavelet decomposition [8], Gabor flter [9], and
Canny [10], Laplacian [I'1] and Sobl [12) edge detectors.
We then used the Kerel-based Online Anomaly Detection
(KOAD) algorithm f13], 141 to detect anomalous images in
real-time in an unsupervised manner.

A. Related work

A person identifcation system was developed by Aswal et
al. (15] using two distinct methods a single-step pre-trained
YOLOvJ model and a two-step process involving RetinaFace
and VGGFace2. With a detection accuracy of 98.1%, they
obtained encouraging fndings. The datasets they utilized,
however, only included 17 videos of seven individuals, all of
which were flmed up close. They also stated that MTCNN
did not achieve promising results in scaled, illuminated, and
o<duceu faces. Contrarily, we Fund the MTCNN algorithm
to perfrm suffciently well even in the previously stated
environments, and in unsupervised usage.

In the work on intruder detection by Alvi et al. [2], the
Viola Jones algorithm was used for face detection Fllowed
by the KOAD algorilhm to distinguish between masked and
unmasked faces. The Viola Jones algorithm is much older than
today's convolutional neural networks family, and could not
detect multiple faces or faces fom a distance which are more
applicable Fr real world scenarios. Here we used the MTCNN
algorithm and achieved a far greater accuracy in real-world
applications.

KOAD was initially developed by Ahmed et al. (13], [14]
to detect anomalies in backbone IP networks, and it was
further extended in [16) where Kerel Density Estimates were
proposed and for a Fxed user tolerance level. KOAD was frst
used in automated surveillance in [17]. It was used to detect
the presence of a rare intruder at a normally empty premises
during the night. Further improvements were made by Anika
et al. L18] where images were stitched from a moving camera.

R. Our Contribution

The primary objective of this paper was to use contem-
porall, open-sourced algorithms to identify whether a person
is wearing a mask or nul, in real world scenarios such as



Fig. 1: Sample of the images from Dataset 1 (online reposi-
tory) with extracted faces using MTCNN.

tiny dictionary of approximately linearly independent items
{o(=, 7)}7'<1. When compared to the approximation threshold
v, the projection error equation is:

0 = min, || Zajcb(fj) ~o(zy) || @
=1

where a = {aj}}“:l is the optimal coefficient vector.

This projection error is calculated for each timestep in the
KOAD algorithm [13], [14]. This error measure d; is then
compared with two thresholds »; and s, where v, < V.
If § < 11, KOAD denotes that a; is significantly linearly
dependent on the dictionary and reflects standard behaviour.
If ; > vo, KOAD determines that 2, is far outside the scope of
normality and raises a "Red1” warning to notify an anomaly.

In the case if 1 < §, < 1p, KOAD deduces that T is
significantly linearly independent from the dictionary to be
evaluated as an unusual event, It could be an anomaly, or
it could be the enlargement or movement of the space of
normality itself. As a result, KOAD issues a "Orange” alarm,
monitors the contribution of the relevant input vector z; in
understanding subsequent arrivals for [ timesteps, and then
makes a definite judgment. Details of the KOAD algorithm
may be found in [22].

III. EXPERIMENTAL SETUP
A. Dataset 1: Online Repository

This dataset [23] was collected from a public online Tepos-
itory. Example images are presented in Fig. 1. It consists of
7553 RGB images separated by portraits with and without
masks. There were 3725 masked faces and 3828 non-masked
faces. We have randomly chosen 90 images of non-masked
faces and 10 images of masked faces. As we had to manually
assign anomalies (masked faces), we have kept the number
of data to a manageable quantity, as manually assigning
anomalies to the full dataset would be unfeasible. We have
done the same for Datasets 2 and 3 as well.

For Dataset 2 and 3, we have blurred the faces of each
individual for privacy and also withheld the time stamps.
Additionally, due to space limitations, we opted to present
only one camera angle in this paper.

B. Dataset 2: Grocery Store

This dataset was collected from a grocery store. Sample
images are presented in Fig. 2. CCTV footage was collected
from two different cameras at different locations, covering two
entrances to the grocery store. The continuous video resulted

Fig. 2: Sample images from Dataset 2 (grocery store).
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Fig. 3: Sample of the images from Dataset 2 (grocery store)
with extracted faces using MTCNN.

in 4274 frames, from which we selected 29. Our system
extracted 75 cropped faces, which included 25 masked ones.
Sample images with extracted faces are given in Fig. 3.

C. Dataset 3: University

This dataset was collected from a university’'s CCTV
surveilance system. Sample images are presented in Fig. 4. We
collected footage from four different cameras. The continuous
video feed here provided 11395 frames, from which we
selected 33 images. Our system extracted 205 cropped faces,
43 of which were masked. Sample images from this dataset
with extracted faces are presented in Fig. 5.

D. Research Methodology

For all three datasets, there were a variety of faces observed
from different angles as well as in different poses. Datasets
2 and 3 contained faces at varied distances as they were
taken from live CCTV footage. CNN initially uses boundary
box regression and provides a boundary box when a face is
detected. We have taken the coordinates of the boundary box
to crop the face.

The next steps are applicable for all three datasets. The first
step is preprocessing, which performs resizing and grayscal-
ing. We have initially resized the images into 200 x 200 size
since taking a similar size of images would be required for the
final step where we use the KOAD algorithm to detect whether
it is a face of a masked individual or not. After resizing the
images, we converted the RGB images into grayscale.

We then move onto the feature extraction process. We used
different filters to get different feature representations. Finally,
the KOAD algorithm is run for pattern matching and masked
face detection in an unsupervised manner.






